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PREAMBLE

All requirements stated in this report come from current knowledge of the science of ocean colour and state-of-the-art instrumental performance. The choice is made to focus on the System Vicarious Calibration (SVC) approach, which is a calibration of the system comprising the satellite instrument and the processing algorithm. SVC has been operationally used by Space Agencies in the last decade to meet ocean colour mission requirements in open waters. Given our current knowledge, SVC is the most achievable approach to be implemented in the future in the frame of the Copernicus programme. As part of the processing algorithm, the atmospheric correction plays a crucial role in the success of any SVC; its robustness, validation and continuous improvement shall be conducted in parallel of the SVC, including over complex coastal waters of interest to many users. Most of present requirements are based on the standard atmospheric correction algorithm (Gordon and Wang, 1994; Antoine and Morel, 1999), also currently used by Space Agencies for open waters and climate-related studies, notably in the Sentinel-3 mission. This document focuses on in-water technology because current above-water technology does not allow the production of continuous measurements of water-leaving radiance with the same accuracy, when performed in deep oligotrophic/mesotrophic waters and well away from the coast. Limitations are mostly dictated by deployment technologies, rather than by the above-water methodology. Should science and technology significantly progress in this domain, departure from these specific requirements could be acknowledged, as far as the required accuracy on ocean colour data is proven to be respected. This report must be considered as a living document which would integrate such a progress.
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EXECUTIVE SUMMARY

The European Commission, via its Copernicus programme, has invested in decades of commitment to operational Earth Observation from space. As part of this programme, Ocean Colour (OC) instruments on-board the Sentinel-3 missions as well as Sentinel-2 have become an essential source of data at global and regional scales for continuous monitoring, forecasting and alerting on the ocean biogeochemistry. Through the Copernicus Marine Environment Monitoring Service (CMEMS), these data are expected to support the implementation of European marine and environmental policies, to contribute to climate studies and to empower economical activities such as fisheries, aquaculture, health, shipping, water supply, tourism and offshore operations.

Achieving the Copernicus objectives in a context of increasing climate variability requires, however, climate-quality ocean colour data with emphasis on accuracy and stability, both for long-term and cross-mission time series. The main challenge resides in the necessary stringent calibration and characterisation of the sensors, because the marine signal is only a small fraction of the radiometry acquired by the satellite at the top of atmosphere. It is acknowledged that limiting the uncertainty of water-leaving radiance to below 5% (Global Climate Observing System GCOS requirements) cannot be achieved today with pre-launch and on-board instrument calibration alone. OC instruments require a complementary System Vicarious Calibration (SVC), i.e. an indirect calibration of the sensor and the processing algorithm through highly accurate and long-term sea-truth measurements.

This document is targeted as a traceable reference for the development and operation of a future European SVC infrastructure that would enable Copernicus to reach its operational objectives. The purpose is twofold: first, to clearly justify the need of SVC in the Copernicus programme; and second, to formally specify the scientific, technical and operational requirements for the SVC infrastructure.

This document has been written and reviewed in cooperation with the international ocean colour community to ensure state-of-the-art Copernicus requirements and standardisation in joint efforts such as within the Committee on Earth Observation Satellites (CEOS).

The requirements are driven by the uncertainty budget of the SVC process, from the in situ radiometric measurement to the computation of mission-averaged vicarious calibration gains. All sources of uncertainty are listed, following principles of metrology and encompassing the various aspects of SVC:

- The SVC process: requirements on the measurement uncertainties and on the methodology;
- The SVC field infrastructure: requirements on the radiometer design, characterisation and calibration, on the platform and environmental conditions;
- The SVC data processing: requirements on data processing and gain computation;
- The SVC operation and maintenance: requirements on the field operation and maintenance, data access, management, including human aspects to ensure a sustainable service.

The overall uncertainty approach presented in this document, and the detailed uncertainty numbers provided whenever possible, are intended as a guideline to assess the performance of any SVC system for Ocean Colour. The numbers written in the companion Excel file to this report shall be understood as examples, based on state-of-the-art practice, to minimise the uncertainty to an acceptable level.

This document strongly builds upon the experience of the Marine Optical Buoy (MOBY) buoy in the USA and the "BOUée pour l’acquiSition d’une Série Optique à Long term" (BOUSSOLE) buoy in Europe. In view of planning a successful operational SVC in Europe within the Copernicus programme, the experience gained over the past two decades demonstrates the crucial need to ensure sustainable resources (staff, knowledge and infrastructure) to build long-term data series over multi-mission lifetime.
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1. **INTRODUCTION**

1.1. **JUSTIFICATION OF OCEAN COLOUR VICARIOUS CALIBRATION**

Ocean Colour (OC) satellites provide a unique synoptic view of the Earth’s ocean biological conditions and support both climate studies (summarised by the Global Climate Observing System, GCOS, 2011, 2016), marine and coastal water quality monitoring (e.g. Kratzer et al., 2014) and industries such as fisheries, aquaculture, shipping, water supply, tourism, offshore operations, health and real estate (IOCCG, 2008). In Europe, the Copernicus programme is delivering, through its Space component, operational marine data and services for these industries and other environmental policies (Marine Strategy Framework Directive, Water Framework Directive, Common Fisheries Policy, EU Integrated Marine Policy). Ocean Colour data is thus an important component of the Copernicus Marine Environment Monitoring Service (CMEMS) providing information on living marine environments.

Vicarious calibration must be used to achieve the required ocean colour product uncertainties (IOCCG, 2012; INSITU-OCR, 2012). Without vicarious calibration, these uncertainties are unobtainable today with only direct pre-launch and on-board space sensor calibrations. Ocean colour technology exploits the spectral modification of sunlight by water constituents such as phytoplankton chlorophyll, suspended sediments and coloured dissolved organic matter (CDOM). However, this modification of the sunlight in the water column is further changed by surface and atmospheric optical processes before finally being measured by the spaceborne radiometer. The main ocean colour variable is water-leaving radiance which is used to derive the bio-optical water constituents. Water-leaving radiances contribute only a small fraction to the total radiometric signal measured at Top Of Atmosphere (TOA), about 10% in the blue/green spectrum in open clear waters and less in the red and near infra-red. Hence, achieving the standard ocean colour mission requirements requires very stringent calibration and characterisation of the space borne sensor, spectrally dependent and well below 0.5% (Zibordi et al., 2015). Climate applications impose even more stringent requirements. Sensor pre-launch laboratory calibrations and in-flight on-board calibrations do not achieve these uncertainties today.

Ocean Colour Vicarious Calibration (OC-VCAL) complements pre-launch and on-board calibrations by using highly accurate in situ measurements of water-leaving radiances. These measurements are the principal source of sea-truth for the vicarious approach. OC-VCAL reduces residual biases in water-leaving radiances.

OC-VCAL enables meeting the ocean colour mission requirements (Donlon et al., 2011). As an example, most ocean colour applications require long-term data records in order to detect trends and anomalies. When building long-term data records, it is crucial to harmonise and ensure traceability of the products of the various space missions against a sustainable source of sea-truth measurement. In the frame of the Copernicus programme, the long-term time series of data will be produced by a series of similar but physically different instruments (Sentinel-3 A, B, C, D) and by third party contributing missions.

An example in Figure 1 is based on Sentinel-3A OLCI and Aqua MODIS product time series. Average values of remote sensing reflectances are plotted for the blue band at 442.5 nm (the reflectances are derived from water-leaving radiances). The blue line shows MODIS reflectances—all of which have been vicariously calibrated. The red line shows corresponding OLCI reflectances for two periods of time: firstly, for May 2016 – June 2017 for which the data have not yet been vicariously calibrated and secondly, for June – July 2017, for which the data have been vicariously calibrated. During the period in which OLCI was not vicariously calibrated, there is a bias of about 25% in remotely sensed reflectance compared to MODIS (which is vicariously calibrated). Vicarious calibration applied to OLCI from June 2017 yields excellent harmonisation with MODIS.
Figure 1. Time-series of pairwise OLCI (red) and MODIS (blue) remote-sensing reflectance at 442.5 nm over oligotrophic areas. Vicarious calibration is applied to MODIS from the beginning, while it has been implemented to OLCI only from mid-June 2017 (yellow overlay). EUMETSAT monitoring.

OC-VCAL also strongly impacts all downstream ocean colour products, as illustrated on Figure 2 for chlorophyll-a concentration. Accurate water-leaving radiances allow the derivation of accurate bio-optical products and the attainment of ocean colour mission requirements (Donlon et al., 2011).

Figure 2. Impact of vicarious calibration on chlorophyll-a concentration, as measured by MERIS over the Eastern North Atlantic and North Sea in May 2008. The relative change (in %) is due to disabling vicarious calibration. When it is disabled, 82% of the pixels change by more than 10% in chlorophyll-a magnitude and 42% by more than 20%.
1.2. **SCOPE OF THE DOCUMENT**

1.2.1. **EUMETSAT STUDY**

This report and its companion Excel annex are the project deliverables of the study “*Requirements for Copernicus Ocean Colour Vicarious Calibration Infrastructure*” lead by EUMETSAT from September 2016 to July 2017. The goal of this study is to generate a complete scientific, technical and operational requirements document that can be used as a traceable reference for all steps and aspects of an OC-VCAL infrastructure development and operations for the Copernicus Programme.

After summarising the background on OC-VCAL (this introductory section 1), this report describes the traceability chain of the OC-VCAL process (section 2). Ensuring SI traceability in the sea-truth data is necessary so that OC-VCAL can contribute to SI traceability of the Copernicus data and services. This document then details the requirements for the four main aspects of OC-VCAL:

1. The OC-VCAL process itself, i.e. the methodology combining ground-truth measurements and Earth Observation (EO) data to reach the desired quality in marine products; for this we exclusively rely on System Vicarious Calibration (SVC), which is to date the only solution able to meet the specified accuracy (section 3);
2. The OC-VCAL field infrastructure, which is the core element providing sea-truth data with the highest radiometric quality (section 4);
3. The OC-VCAL data processing, i.e. the very concrete process that produces vicarious gains over the mission lifetime with associated uncertainties (section 5);
4. The OC-VCAL operation and service, i.e. the implementation of the OC-VCAL facility within Copernicus, associated with maintenance, interfaces, timelines and management aspects (section 6).

The requirements covered in this document support long-term and multi-mission OC-VCAL. Among the various applications that require and benefit from OC-VCAL, we target here climate change investigation, as it is the most demanding in terms of temporal stability of the calibration. It is worth noting that regional or mission-specific applications could have special requirements from those expressed here.

The missions covered in this document are primarily the Sentinel-3/OLCI series, then Sentinel-2/MSI and Copernicus Third Party Missions such as VIIRS. Since the Level-2 OLCI data are currently not available to us, a part of the analysis conducted on this report is based on ENVISAT/MERIS, which constitutes a strong heritage for OLCI and shares most of technical specifications.

1.2.2. **REQUIREMENT ENGINEERING THROUGH UNCERTAINTY**

OC-VCAL aims at correcting systematic bias and reducing uncertainty of the ocean colour radiometry (OCR). The fundamental principle implemented for this requirement document is that the uncertainty of the mission-averaged vicarious gains is the main driver and the justification for all requirements of the OC-VCAL infrastructure and its location. Hence the goal is to exhaustively list all components of the full OC-VCAL process and to provide guidance on how to deal with their associated uncertainty, in view of building a complete uncertainty budget (see section 2). It should be noted that this report cannot provide a definitive quantified uncertainty budget, since no specific infrastructure and location has been selected. A tentative uncertainty budget is provided in the Excel annex with numbers based on state-of-the-art radiometry. This annex must be used as a
methodology demonstration, on one hand for checking that any existing infrastructure actually fulfils the required accuracy for OC-VCAL, and on the other hand for providing guidelines in the design of any future infrastructure. In the following, we will always refer to standard uncertainty (i.e. coverage factor $k=1$, see Bell, 2001, for an introduction to the concept of uncertainty).

In this report, the entire OC-VCAL context is considered (Figure 3): quality of OC products for Copernicus should drive requirements in the OC-VCAL process, which itself must drive the requirements of the OC-VCAL field infrastructure and its location. This means, in particular, that the uncertainty budget of the OC-VCAL process should drive the design of field infrastructure and the selection of the site, and not the other way round.

![Figure 3. Requirements logic of the present study](image)

This approach is crucial because both instrumentation and protocols quickly evolve and one technical solution cannot be set in stone based on its current performance (see for example Bialek et al., 2013, for how to go from the classical 2% uncertainty in radiometric calibration towards 1% with the recent STAIRS system, Levick et al., 2014). On the other hand, lessons learnt on existing infrastructures are extremely valuable and should be used to check if their uncertainties meet the requirements in quality (see the quality assessment in Figure 3).

Following this experience, this report focuses on requirements for under-water systems. Indeed above-waters systems are generally deployed from permanent platforms in coastal waters, where the coastal waters largely increase the sources and level of uncertainty of the radiometry (see sections hereafter on spatial homogeneity, temporal stability) and make these systems irrelevant for vicarious calibration targeting climate applications. On the other hand, when performed in deep oligotrophic/mesotrophic waters and well away from the coast, current above-water technology does not allow the production of continuous measurements of water-leaving radiance with the same accuracy achievable with in-water systems. Limitations are mostly dictated by deployment technologies, rather than by the above-water methodology.
1.2.3. REQUIREMENT FORMATTING AND NUMBERING

For each requirement, a short paragraph details the physical phenomena or process of the OC-VCAL component, possibly with equations, references and illustrations. Then the requirement itself is numbered with a unique code (used in the traceability chain and uncertainty budget) as follows:

**OC-VCAL-RD-1.** Requirement Description; written as a short and specific statement.

**OC-VCAL-RU-1.** Requirement Uncertainty; the uncertainty associated with the respective component. This can be either a requirement on the acceptable level of uncertainty (target) or on the need to characterise the uncertainty, without a target.

**OC-VCAL-RV-1.** Requirement Verification; providing the method to verify the requirement is well met.

1.3. REQUIRED QUALITY FOR COPERNICUS OCEAN COLOUR PRODUCTS AND SERVICES

1.3.1. OPEN WATER AND CLIMATE-ORIENTED APPLICATIONS

The accuracy goal of OLCI products stated in the Sentinel-3 Mission Requirements Traceability Document (MRTD; Donlon, 2011) is $5 \times 10^{-4}$ in absolute value for the marine reflectance (more precisely between $5 \times 10^{-4}$ and $1 \times 10^{-3}$, from Antoine and Morel 1999) and 30% in chlorophyll concentration (threshold) over open waters. These numbers come from MERIS heritage and are based on the discrimination of 30 classes of chlorophyll between 0.03 and 30 mg/m$^3$ in Case-1 waters with a band-ratio algorithm. This is roughly equivalent to the historical 5% relative uncertainty in marine reflectance in the blue required by NASA/GSFC (e.g. Gordon, 1997) over clear and open waters, related to the 30% uncertainty on Chlorophyll concentration, and more recently formally required by GCOS (2016) in the blue and green for producing Climate Data Records (CDRs). Very importantly, these requirements only refer to the blue and green bands, used to compute chlorophyll. To date it seems difficult to justify any requirements over the whole solar spectrum from an application perspective, e.g. at 400 nm and in the red bands, although a reasonable uncertainty should be ensured for these bands to be confidently used in the future; for instance NASA has required a similar 5% uncertainty in the red bands for the in situ measurement, including all sources of uncertainties (NASA, 2014). It should be emphasised that the uncertainty of the satellite marine reflectance is spectrally correlated when derived by standard atmospheric correction (IOCCG 2010), so that, in practice, we can consider that the requirements in the blue drive requirements at other bands. Finally note that when dealing with clear waters, the radiometry in the red is so small that expressing uncertainties in absolute values is more meaningful and recommended.

In parallel of ensuring low uncertainties, high stability of the satellite ocean colour data is required for detecting long-term changes or trends (see Figure 4). Stability is defined by Ohring et al. (2004) as “the measure of repeatability and reproducibility of the metrological characteristics of the instrument with time”. These authors assign a requirement on stability per decade of 20% of that on uncertainty, recognising that this number is somewhat arbitrary and “should be periodically reevaluated”. Under this rule, the required 5% uncertainty on marine reflectance translates into a 1% stability per decade.
Figure 4. Complementarity between uncertainty and stability for climate observing system. From Ohring et al. (2004)

More recently, numerical models of Dutkiewicz (2016) predict a change in remote-sensing reflectance lower than 0.1% per year for most of the world ocean (computed in the blue, see Figure 5), i.e. a change lower than 1% per decade. This number suggests that a sensor stability worse than 1% per decade would render much of the climate change signal indecipherable from the satellite observation.

Figure 5. Percent of change per year in Rrs(475) over the 21st century, computed by a numerical model. From Dutkiewicz 2016.

The target of 0.5% stability per decade stated by GCOS (2011) is a more ambitious further step. It is acknowledged that these numbers should be justified by dedicated studies (see e.g. Mélin 2016 for trends estimates in chlorophyll-a).
1.3.2. Coastal Applications

Remote sensing of coastal waters is still challenging, because of the complexity of the water signal (not only driven by chlorophyll but also sediments and dissolved organic matter), and of the generally complex atmosphere due to land influences. Hence, the requirements on the sensor calibration for coastal applications cannot be easily translated from those for the open water (see next section). Furthermore, the required uncertainty of remote-sensing data over coastal areas is still not well defined today. For instance, the white paper for a Copernicus Coastal Service (Mangin et al., 2014) expresses the need to assess uncertainties but does not specify quantitative requirements. Hence the present document does not consider further the coastal applications as a key driver for the design of a vicarious calibration infrastructure (although the impact of vicarious calibration over such waters shall be assessed, see section 3.3.3). Nevertheless, the infrastructure defined in this report should contribute to the best calibration of all data, open water or coastal, as documented through past experience of many ocean colour missions.

It is recommended that for coastal services, the effort is put on the algorithm development and validation to ensure accurate retrievals over a variety of complex water types and atmospheres.

1.4. Physics of Ocean Colour

Satellite OC sensors are passive optical imaging instruments, measuring the radiation exiting the ocean-atmosphere coupled system. These measurements are performed at discrete spectral bands, \( \lambda_i \), from the blue to the near-infrared (NIR) or even the short-wave-infrared (SWIR) part of the solar spectrum. The primary quantity measured by the sensor is a spectral radiance, \( L \), i.e. a radiant energy per unit time, per unit projected area, per unit solid angle and per unit wavelength, whose SI derived unit is mW.m\(^{-2}\).sr\(^{-1}\).nm\(^{-1}\).

The spectral radiance \( L(\lambda_i) \) at a given discrete band \( \lambda_i \) actually results from spectral integration of the radiance spectrum \( L(\lambda) \) weighted by the spectral response function (SRF) of the band, \( SRF_i \) (see for instance S3 Cal/Val Team, 2016, for OLCI):

\[
L(\lambda_i) = \frac{\int L(\lambda) SRF_i(\lambda) d\lambda}{\int SRF_i(\lambda) d\lambda}
\]  

(1)

In this equation, integration over the whole spectrum assumes that \( SRF_i \) is zero outside a bounded domain centered on \( \lambda_i \); note that \( \lambda_i \) is here essentially used as an index for the \( i^{th} \) channel, and that its value simply comes from the integration of \( \lambda \), weighted by \( SRF_i \) as above. Hence, \( L(\lambda_i) \) is the spectral radiance measured at this equivalent wavelength \( \lambda_i \). Producing a physically calibrated, ortho-geolocated, and spatially re-sampled spectral radiance \( L_t \) from the raw signal acquired by the sensor at TOA is the object of the Level-0 and Level-1 processing steps. This depends on the exact orbital, mechanical, and optical design of the mission, and is out of the scope of the present study. One important assumption in the present context is that the Level-1 calibration should correct for any temporal degradation in the optical system. As such, \( L_t \) is the input of the Level-2 processor, whose primary goal is to provide as output the water-leaving radiance \( L_w \) and associated bio-optical products.

Starting from \( L_t \), the physics of the ocean colour process embedded in the Level-2 processor can be summarised as:
\[ L_t(\lambda_i) = t_g(\lambda_i) \cdot \left( L_R(\lambda_i) + L_a(\lambda_i) + L_{Ra}(\lambda_i) + t_{up}(\lambda_i)L_w(\lambda_i) \right) \]  

(2)

In this equation, \( t_g \) is the product of downward and upward transmittances for the gaseous absorption (mainly ozone and nitrogen dioxide, but also other gases such as oxygen and water vapour for some particular bands, see Fisher et al., 2010 for OLCI). \( L_R, L_a \) and \( L_{Ra} \) are the radiances for respectively the pure molecular (or Rayleigh) scattering, the pure aerosol atmosphere and the multiple-scattering between air molecules and aerosols (i.e. the Rayleigh-aerosol coupling term), over a wind-roughened black sea surface, hence accounting for the multiple Fresnel reflection of incident sky radiance at the air-water interface (i.e. the sky glint). \( L_w \) is the water-leaving radiance (non-normalised) and \( t_{up} \) the total (i.e. direct plus diffuse parts, and Rayleigh plus aerosol contributions) upward transmittance of the atmosphere (Tanré et al., 1990; Vermote et al., 1997; Lenoble et al., 2007). For the sake of brevity, this formulation ignores implicitly the diffuse reflection by whitecaps and the direct Sun glint contribution, which can be achieved by flagging the pixels contaminated by high wind speed and observed in the angular geometry of the specular reflection; these conditions are indeed not favoured in the context of OC-VCAL as we shall see hereafter.

For the sake of brevity, all equations of this document are written without explicit dependence on angular variables (i.e. Sun zenith angle \( \theta_s \), view zenith angle \( \theta_v \) and relative azimuth angle \( \Delta \phi \)), except when strictly necessary.

The desired radiometric quantity is the fully normalised water-leaving radiance \( L_{wN} \), i.e. for a Sun at zenith, in absence of the atmosphere and for a mean Sun-Earth distance (Morel and Gentili 1996):

\[ L_{wN}(\lambda_i) = \frac{L_w(\lambda_i)}{t_{down}(\lambda_i)\mu_s C_s C_Q(\lambda_i)} \]  

(3)

where \( t_{down} \) is the total (i.e. direct plus diffuse, Rayleigh plus aerosol) downward transmittance of the atmosphere, \( \mu_s \) the cosine of the solar zenith angle, \( C_s \) a coefficient accounting for the variation in the Sun-Earth distance and \( C_Q \) the corrective factor for the Bidirectional Reflectance Distribution Function (BRDF) of sea-water (Morel et al., 2002). This latter factor depends on the inherent optical properties (IOPs) of in-water constituents and is, in practice, deduced by an iterative process applied on the directional radiance \( L_w \). Thus, another writing of Eq. (2) in terms of normalised radiance is:

\[ L_t(\lambda_i) = t_g(\lambda_i) \cdot \left( L_R(\lambda_i) + L_a(\lambda_i) + L_{Ra}(\lambda_i) + t(\lambda_i)\mu_s C_s C_Q(\lambda_i)L_{wN}(\lambda_i) \right) \]  

(4)

in which \( t \) stands for the total atmospheric transmittance due to molecular and aerosol extinctions along the two atmospheric paths (downwelling and upwelling directions):

\[ t(\lambda_i) = t_{up}(\lambda_i) * t_{down}(\lambda_i) \]  

(5)

Note that within Copernicus, the official Sentinel-3/OLCI product is the directional marine reflectance (i.e. not corrected for the BRDF effect), simply retrieved from \( L_w \) through:

\[ \rho_w(\lambda_i) = \frac{\pi L_w(\lambda_i)}{t_{down}(\lambda_i)F_0(\lambda_i)\mu_s C_s} \]  

(6)

Where \( F_0 \) is the mean extraterrestrial solar spectral irradiance.
Each radiometric quantity involved in Eq. (2) at band $\lambda_i$ can be considered as the spectral integration of the actual quantity (continuous spectrum) with respect to the SRF of the sensor band; for instance the water-leaving radiance is computed as:

$$L_w(\lambda_i) = \int L_w(\lambda) SRF_i(\lambda) d\lambda \over \int SRF_i(\lambda) d\lambda$$

(7)

In the Level-2 processor, the marine signal is retrieved after the so-called atmospheric correction (AC), which is formally the reverse writing of eq. (2):

$$L_w(\lambda_i) = \frac{L_t(\lambda_i) - L_{path}(\lambda_i)}{t_{up}(\lambda_i)}$$

(8)

where $L_{path}$ merges the Rayleigh and the aerosol scattering:

$$L_{path}(\lambda_i) = L_R(\lambda_i) + L_a(\lambda_i) + L_{Ra}(\lambda_i)$$

(9)

In the standard AC (e.g. Gordon and Wang, 1994, for NASA sensors, Antoine and Morel, 1999, for MERIS and OLCI clear water branch), the unknown aerosol content involved in atmospheric radiance and transmittance is inferred from two bands in the NIR region, where it is assumed that the marine signal is either negligible (clear waters) or has been corrected (more turbid waters). Schematically, the aerosol optical thickness (AOT) and model which best match the radiometry in the NIR bands are selected from a database of aerosol IOPs computed for a well-defined climatology (e.g. Ahmad et al., 2010) and can be used with Eq. (8) to retrieve $L_w$ in the visible (VIS) bands. For the OLCI ground segment this approach is referred to as the standard AC, in contrast to the Alternative Atmospheric Correction (AAC) which involves the whole spectrum inversion through artificial neural network technique (e.g. Doerffer and Schiller, 2007). This document focuses on the standard AC, since it is the baseline of the OLCI processing algorithm over open waters.

1.5. PURPOSE AND METHODOLOGY OF VICARIOUS CALIBRATION

1.5.1. PRINCIPLE OF VICARIOUS CALIBRATION

The decoupling between the NIR and VIS regions in the standard case is a fundamental aspect which means that the uncertainty at bottom of atmosphere (BOA) in one band depends on the uncertainty due to the TOA calibration in the same band only (i.e. no spectral dependence). Following Eq. (4) this can be quantified as:

$$\frac{u(L_{WN})}{L_{WN}}(\lambda_i) = \frac{u(L_t)}{L_t}(\lambda_i) \over \int t_g t_{up} C_g C_q L_{WN} (\lambda_i)$$

(10)

The denominator of Eq. (10) represents the contribution of marine radiance to the TOA signal. This equation justifies the well-known rules: “If $tL_w$ is 10% of $L_t$, and we want $L_w$ with an uncertainty of
±5%, one would expect that it would be necessary to know \( L_t \) with an uncertainty of no more than ±0.5% " (Gordon 1998). Such a TOA accuracy has not been achieved so far by the instrumental calibration alone, whose goal is about 2% in terms of reflectance for OLCI (Donlon et al., 2012).

This is exactly where OC-VCAL comes into play. Applied after the instrumental radiometric calibration (i.e. pre-launch as well as post-launch on-orbit), it consists in adjusting the TOA radiometry to meet the water-leaving radiance requirements. The adjustment is through the indirect use of high-quality ground-truth measurements, generally water-leaving radiance \( L_{ww} \), concurrent with space acquisitions (e.g. Eplee et al., 2001). The signal reconstructed at TOA follows the very same physics as Eq. (4):

\[
L_t^e(\lambda_i) = t_g^e(\lambda_i) \left( L_{path}^e(\lambda_i) + t^e(\lambda_i) \mu_s C_s C_Q^e(\lambda_i) L_{ww}^e(\lambda_i) \right)
\]

where the superscript \( t \) refers to true (or targeted) quantities, defined at the same time and the same geometry as those of the acquisition of the spaceborne sensor (hence \( \mu_s \), and \( C_s \) do not need the superscript). Note that \( C_Q^e \) is the BRDF factor of the targeted seawater IOPs, which can be directly computed from \( L_{ww}^e \). It is worth noting that Eq. (11) is expressed as a function of the fully normalised in situ water-leaving radiance \( L_{ww}^e \), assumed to be an invariant apparent optical property accommodating for the slight difference in time between the sensor overpass and the in situ acquisition. The link with the actual water-leaving radiance \( L_{ww}^{IS} \) measured in situ is:

\[
L_{ww}^e(\lambda_i) = \frac{L_{ww}^{IS}(\lambda_i)}{t_g^{IS, down}(\lambda_i) t_{down}^{IS}(\lambda_i) \mu_s^{IS} C_s^{IS} C_Q^{IS}(\lambda_i)}
\]

where the superscript \( IS \) now refers to the in situ quantities, at the exact geometry and time of the in situ acquisition. Such a procedure is important to take into account the potential difference in the solar path length between the times of in situ and spaceborne observations. This normalisation follows Eq. (3) except that the downward gaseous transmittance at the in situ time, \( t_g^{IS, down} \), has to be accounted for at this stage.

In practice, a vicarious calibration method produces gains \( g(\lambda_i) \) for each validation point and each sensor band \( \lambda_i \):

\[
g(\lambda_i) = \frac{L_t^e(\lambda_i)}{L_t(\lambda_i)}
\]

The pixel-per-pixel gains are then spatially averaged, providing a unique gain per match-up for each band (so called individual gain). Eventually, matchup-per-matchup gains are temporally averaged, yielding a unique set of gains \( \bar{g}(\lambda_i) \) for each band \( \lambda_i \), over the entire mission lifetime.

In the mission operation, OC-VCAL consists of applying the mission average gains \( \bar{g} \) to the TOA radiometry. The resulting water-leaving radiance is thus computed as:

\[
L_{ww}^{\bar{g}}(\lambda_i) = \frac{\bar{g}(\lambda_i) L_t^e(\lambda_i) - L_{path}(\lambda_i)}{t_{up}(\lambda_i)}
\]
The targeted atmospheric functions involved in the reconstruction of the TOA signal (see Eq. (11)) must be recomputed with the same radiative transfer model (RTM) as the one implemented in the Level-2 processing chain, using as inputs in situ measurements collected at the time of the sensor overpass. The inputs required for the simulations are:

- The vertical profile of gaseous content in the atmosphere. By considering the spectral bands commonly used by OC sensors, three main absorbers are water vapour, ozone, oxygen and nitrogen dioxide;
- The aerosol IOPs (extinction coefficient, single scattering albedo (SSA) and phase function (APF)), the AOT, and the vertical distribution of the aerosols, if available, to compute the atmospheric path radiance and transmittance, combined with Rayleigh scattering and the aerosol-molecular coupling term;
- The barometric pressure to adjust the Rayleigh scattering functions;
- The sea surface state (wind speed just above the sea level) to account for the sky glint contribution in the atmospheric scattering functions;
- The IOP models required for the surface BRDF calculation of the $C_Q$ factor.

Figure 6. Schematic view of the vicarious calibration process
1.5.2. SYSTEM VICARIOUS CALIBRATION

In this document, we shall narrow down the scope of OC-VCAL methods to System Vicarious Calibration (SVC), where the targeted atmospheric terms are exactly those retrieved by the Level-2 processing algorithm itself at pixel level (Gordon 1998). It means that Eq. (11) is applied with:

\[ \tilde{L}_{\text{path}}(\lambda_i) = L_{\text{path}}(\lambda_i), \quad t^f_g(\lambda_i) = t_g(\lambda_i) \text{ and } t^t_g(\lambda_i) = t(\lambda_i) \]

(15)

The intrinsic principle of SVC is that, at the match-up level or, more precisely, at the pixel level, applying the individual gain \( g \) computed through Eqs. (11)-(13)-(15) forces the system to exactly match the targeted in situ water-leaving radiance (i.e. \( L_{ww} \)) in the sensor geometry at all bands.

The reason for this choice is that SVC is to date the only existing method able to minimise the uncertainty of vicarious gains due to the instrument calibration biases and the algorithms (atmosphere, BRDF and surface, see sections 3.3.3 and 3.5 for more details). SVC has been operationally implemented and exploited by NASA (Franz et al., 2007), ESA (Lerebourg et al., 2011) and NOAA (Wang et al., 2016). In the reminder of this document, we will only use the SVC terminology instead of OC-VCAL.

SVC must be understood as an adjustment of the full system comprising the spaceborne sensor and the Level-2 processing algorithm, in particular the AC. This means that SVC gains must be recomputed after any change is implemented in sensor calibration or in the algorithmic chain. For instance for OLCI, the clear water branch and the alternative complex water branch should have individual SVC gains.

The BRDF correction is computed from the marine spectrum itself (Morel al., 2002). In the SVC process, it is acquired from the in situ water-leaving radiance measurements \( L_{ww}^{\text{cal}} \) and it requires optimization so that \( C_Q \) equates \( C_Q^2 \) after SVC.

When applying mission average gains, it can be shown that the difference between \( L_{ww}^{\text{cal}} \) and \( L_{ww}^t \) is simply expressed as:

\[ L_{ww}^{\text{cal}}(\lambda_i) - L_{ww}^t(\lambda_i) = \left( \tilde{g}(\lambda_i) - g(\lambda_i) \right) \frac{L_t(\lambda_i)}{t_g(\lambda_i) t_{\text{up}}(\lambda_i)} \]

(16)

This expression well explains the core concept of SVC, which is to cancel, on average, the discrepancy between the sensor observation and the calibration ground-truth data. This is referred to as a systematic bias removal. The actual bias removal depends on the individual gain averaging. For instance, summing Eq. (16) over all \( N \) match-ups demonstrates the need to weight the averaging of individual gains by the TOA radiance propagated at BOA in order to strictly remove the absolute bias, contrary to the usual practice in the ocean colour community where a simple average is taken:

\[ \tilde{g}(\lambda_i) = \frac{\sum_{n=1}^{N} \frac{L_t(\lambda_i)}{t_g(\lambda_i) t_{\text{up}}(\lambda_i)} g(\lambda_i)}{\sum_{n=1}^{N} \frac{L_t(\lambda_i)}{t_g(\lambda_i) t_{\text{up}}(\lambda_i)}} \]

(17)

Other choices, taking into account the gains uncertainty, may be more relevant and are discussed in more details in section 5.3.2.
Accuracy and robustness of the atmospheric correction over different atmospheric and water conditions plays a key role in the accuracy and precision of $L_w$. It directly impacts the consistency of individual vicarious gains and the applicability of SVC to regions other than that of the calibration site. Eq. (16) directly shows that any large dispersion in the vicarious gains would induce large uncertainty in the water-leaving radiance. Hence, any specified variability of $L_w$ (standard deviation) can be translated into a specified variability in the gains. SVC itself can improve the accuracy in the water-leaving radiance (i.e. decrease the bias) but cannot improve its precision (i.e. scattering or dispersion).

As a reminder, the temporal evolution of the sensor calibration is handled by Level-1 (instrumental) calibration and not by SVC. But the stability of SVC gains can be monitored to verify the above assumption.

1.6. INTERNATIONAL BACKGROUND

The need for SVC has been acknowledged for a long time (e.g. Gordon, 1987, for a pioneering work) and has reached a global consensus between the main international coordinating groups, such as IOCCG and GCOS. GCOS recommends “Continuation of support, by agencies, of bio-optical systems (e.g. MOBY, BOUSSOLE) for in situ data collection, to ensure appropriate vicarious calibration of spaceborne sensors” (GCOS, 2011).

In practice, only two international SVC infrastructures are publicly accessible today to the OC community. In the USA, the Marine Optical Buoy (MOBY; Clark et al., 2001; Clark et al., 2003; Brown et al., 2007), initiated in 1985, has been used operationally since 1997 to calibrate most of space missions (SeaWiFS, MODIS, MERIS, VIIRS). In Europe, the “BOUée pour l’acqusiSition d’une Série Optique à Long termE” (BOUSSOLE; Antoine et al., 2008a; Antoine et al. 2008b), initiated in 1998, has been operational since 2003 with two objectives: a scientific objective (research in bio-optic) and an objective for vicarious calibration, by providing data for the MERIS, OLCI and MSI missions in complement to MOBY data. The expertise and lessons gained through these two systems over the past two decades have to be considered in the present context.

Specifically focused on Copernicus, ESA has organised in February 2017 a workshop on “Options for future European satellite OCR vicarious adjustment infrastructure for the Sentinel-3/OLCI and Sentinel-2/MSI series”. The workshop was in the frame of the programme Fiducial Reference Measurements for Satellite Ocean Colour (FRM4SOC). Requirements expressed during this workshop are taken into account in the present document.

In addition to the above, the European SVC effort is embedded in a broad international background with many lessons learnt and achievements (we refer the reader to section 9 for the acronyms definition):

- IOCCG: has a leading role and has issued recommendations about SVC in its report series (IOCCG, 2012; IOCCG, 2013a) as well as at the IOCS meeting in 2013. IOCCG also organised a dedicated workshop on SVC which detailed several requirements of most interest (IOCCG, 2013b).
- NASA: the work of Franz et al. (2007) and Bailey et al. (2008) is the baseline for the present study. This study also benefits of accomplishments of NASA’s ROSES-14 Ocean Biology and Biogeochemistry call for ocean colour remote sensing vicarious (in situ) calibration instruments (2014).
- ESA MERIS: lessons learned from MERIS (e.g. Lerebourg et al., 2011) are particularly relevant for OLCI in the Copernicus context.
• ESA OC-CCI: the recent and on-going work on SVC for non-standard AC is part of the picture for Copernicus (Mazeran et al., 2017).
• JRC: the recent report of Zibordi et al. (2017a), summarising the JRC peer reviewed SVC findings (Zibordi et al., 2015; Zibordi and Mélin, 2017; Zibordi et al., 2017b) is of particular interest for defining requirements and recommendations for a European SVC infrastructure.
• INSITU-OCR White paper (2012): Both this document and the mapping exercise include recommendations on SVC that should be followed on an inter-agency basis.
• NOAA: MOBY technology refreshment, including capabilities allowing further decrease of MOBY’s uncertainty budget.
• MOBY-Net (Voss et al., 2015): future system under-development for MOBY to support multiple SVC remote sites.
• AERONET-OC (Zibordi et al., 2009b): although not designed to meet the SVC uncertainty requirements, this network experience is important for its strong calibration effort, uncertainty assessment and operational structure.
• Copernicus S3VT activities (Casal et al., 2014): it includes projects such as the future MOBY-Net buoy off Perth.
• CEOS, in particular its Working Group on Calibration & Validation (WGCV): although SVC is not explicitly in its scope, this group offers important expertise in SI-traceability of EO measurements and instrument calibration that is relevant to SVC.
• QA4EO (Fox, 2010): this is a highly relevant formalism for the EO uncertainty budget specification. This SVC document is a pertinent input to the QA4EO guides that include other procedures, such as Moon in-flight calibration, and Rayleigh scattering calibration.
• FIDUCEO H2020: this project systematically applies the insights and techniques of metrology to EO, demonstrating the traceability of uncertainties of satellite-derived CDR.
2. **SVC TRACEABILITY CHAIN AND UNCERTAINTY APPROACH**

2.1. **CONCEPTS OF METROLOGY**

The formalism of uncertainty used in this document relies on the Guide to the expression of Uncertainty in Measurement (GUM; JCGM, 2008 and JCGM, 2011) and the International Vocabulary of Metrology (VIM, JCGM 2012). In Europe, application of these concepts to ocean colour has been largely eased thanks to the recent collaboration between EO and metrology fields, led by the National Physics Laboratory (NPL; see e.g. Fox, 2001 for the QA4EO framework) and studied more specifically in projects such as MetEOC (Woolliams et al. 2015) and FIDUCEO (Merchant et al. 2016). A comprehensive example showing the application of GUM to in situ ocean colour radiometry measurements was recently presented for AERONET-OC data (Gergely and Zibordi, 2014).

First, metrology defines the **measurand** as the quantity that is intended to be measured; in the SVC context this is typically the ground-truth water-leaving radiance. Then the **uncertainty of measurement** is defined as a non-negative parameter characterising the dispersion of the quantity values being attributed to a measurand, based on the information used. For example, this parameter can be the standard deviation when the probability density function characterising the uncertainty follows a normal law. Finally, the **uncertainty budget** provides the components of the uncertainty of a measurand that comes from measurement, and their calculation and combination.

Traceability is another key concept in metrology for accurately developing an uncertainty budget when the final measurand comes from several steps. CEOS defines it as the property of a measurement result relating the result to a stated metrological reference through an unbroken chain of calibrations of a measuring system or comparisons, each contributing to the stated measurement uncertainty. Traceability should, ideally, be to the International System of Units (SI), that is the “stated metrological reference” should be formally calibrated in SI unit through a National Metrology Institute (NMI). The unbroken chain of calibration or comparison is called a **traceability chain**.

Although SVC vicarious gains are not a measurand per se, we shall apply same principle of metrology to rigorously derive their uncertainty budget and get in turn SI traceability of the calibrated water-leaving reflectance. In this way, this document applies the methodology of Woolliams et al. (2015) to the SVC problem, comprising these eight steps:

1. **Describe the traceability chain**: A diagram in section 2.2 hereafter describes the traceability route of the SVC process estimating backward from the final quantities, which are mission-averaged SVC gains, to input sources which are ideally SI traceable (e.g. a FEL lamp calibrated by a NMI). All steps in the process may not however be SI traceable, although they do have an associated uncertainty (e.g. the steps using radiative transfer computations).

2. **Write down the calculation equations**: Many components of the diagram are modelled by an equation. The respective equations are included in the sections where the individual components are described. An example is section 4.1.1.2 which includes the equations determining the spectral and radiometric response of radiometers.

3. **Consider the sources of uncertainties**: Each step in the SVC process is associated with some uncertainties. The uncertainties are associated with quantities involved in the measurement equations, like the SI-traceable uncertainty of a calibration lamp. Thanks to some a priori knowledge on the process, it may be wise to neglect some sources. For instance, the refractive index of seawater has its own uncertainty, due to its variation with temperature and salinity. However, the literature tells us that less than 0.1% variation is expected on the index for 10° C variation (e.g. Quan and Fry, 1995), so that it may not be necessary to go to such level of
uncertainty if a temperature correction is already implemented. The sources of uncertainties are identified in the traceability chain (see section 2.2).

4. **Create the measurement equations**: The equations consist of an extended version of the radiative process equations, for instance combining all calculations into one measurement equation for each main subsection of the traceability chain. For SVC, we have the main ocean colour retrieval equation related to $L_w$, and another equations related to the mission-average gain. Measurement equations can include uncertainties not previously taken into account (e.g. ageing of the sensor’s diffuser, effect of geometry on the field measurement). At the end the desired quantity should be written as a function of all input parameters: $f(x_1, \cdots, x_i \cdots, x_n)$. The key quantities in the SVC process are the SVC gains and, eventually, the water-leaving radiance after SVC. Section 2.3 includes the complete set of equations to derive these quantities for the standard AC.

5. **Determine the sensitivity coefficients**: The coefficients express how much a source of uncertainty impacts the quantity we wish to measure. Mathematically speaking, this is the partial derivative of the (output) quantity with respect to the input variables:

$$c_i = \frac{\partial f(x_1, \cdots, x_i \cdots, x_n)}{\partial x_i} \quad (18)$$

The absolute uncertainty of $f$, due to the input uncertainty $u(x_i)$ only, is computed as:

$$u_i(f) = c_i u(x_i) \quad (19)$$

It can also be formulated in relative term $\tilde{c}_i = \frac{\partial f \cdot x_i}{\partial x_i f}$ so that $\frac{u_i(f)}{f} = \tilde{c}_i \frac{u(x_i)}{x_i}$.

6. **Assign uncertainties**: A table produced with this document lists all identified uncertainty components and provides their associated uncertainties $u(x_i)$. The quantified uncertainty can be, in general, a unique number like the standard-deviation for random uncertainty. Care must be taken to define the confidence level for each uncertainty (e.g. the confidence level associated with the uncertainty of an irradiance lamp is often 95%, i.e. \(k=2\)). There may also be systematic uncertainty (e.g. the stray light effect, if not corrected). The full description of the uncertainty should be given by the probability density function (PDF). Finally the covariance $u(x_i, x_j)$ between different sources of uncertainty must be assessed. It expresses the correlation between the random variables $x_i$ and $x_j$ and is related to their correlation coefficient $r(x_i, x_j)$:

$$u(x_i, x_j) = r(x_i, x_j)u(x_i)u(x_j) \quad (20)$$

The uncertainty table for SVC is introduced in section 2.3.4 and the full table is available as an Excel spread sheet.

7. **Combine and propagate uncertainties**: This is done following the law of propagation of uncertainty of the GUM (JCGM, 2008). In the case where correlations exist, the general formulation is:
\[ u^2(f) = \sum_{i=1}^{n} c_i^2 u^2(x_i) + 2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} c_i c_j u(x_i, x_j) \] (21)

This provides the standard uncertainty. Some steps in the traceability diagram may not be processed so easily and rely on either numerical methods (numerical differentiation or Monte-Carlo simulation) or experimental measurements. Also the first order law of Eq. (21) has its limitations in case of non-linear models, and may require either adding higher orders or using a Monte-Carlo approach (JCGM, 2011). This calculation is done for the SVC gains, in sections 2.3.3 (individual gains) and 2.3.2 (mission wide gain), using the values of the Excel spread sheet.

8. **Expanded uncertainties:** This last step converts the standard uncertainty to the expanded uncertainty with respect to the desired level of confidence. This is achieved by multiplication by a coverage factor \( k \). For instance, if we deal with the Gaussian distribution, the coverage factor \( k=2 \) will provide an uncertainty estimate in the 95.45\% confidence interval. In this document, the coverage factor is \( k=1 \) unless otherwise stated.

In step 6, we highlight the importance of taking into account correlations of uncertainties: if they exist and are neglected, the calculated uncertainty can be quite significantly wrong. We refer the reader to Johnson et al. (2014) for an example of covariance computation, in the case of calibration factors of an irradiance sensor and a radiance sensor calibrated with the same FEL lamp. Importantly, the uncertainty budget should be validated by comparison with measurements or additional evaluations.

2.2. **SVC TRACEABILITY CHAIN**

The SVC traceability chain is the underlying principle of the infrastructure requirements to ensure SI-traceable vicarious gains and, in turn, ensure traceability in the accuracy of the Copernicus OCR and downstream services. In strict logic, SI-traceability of the in situ radiometer alone does not insure full traceability: the spaceborne sensor should also demonstrate SI-traceability, what is out of the scope of the present document. The overall chain for SVC is sketched on Figure 7. Then each element of the overall process is detailed from Figure 8 to Figure 9. For each element (e.g. “Field Lw radiometer” in Figure 8), the individual components are indicated (e.g. “Radiometer”), and for each component the contributors are listed (e.g. “SRF”). These latter, which all contribute to the final gain calculations and uncertainty, are classified according to the frequency of change (or stability during deployment). This classification is indicated by different colours in the diagram:

- Temporally stable (black colour): these contributors need to be carefully characterised, often in a laboratory. This characterisation does not change frequently, if at all. An example is the relative spectral response of the field radiometer, or the bathymetry at the location of a measurement platform.
- Temporally changing with low frequency (orange colour): these contributors require characterisation in regular intervals, such as the absolute calibration of a field radiometer in the laboratory.
- Changing concurrently with the measurement itself (purple colour): these contributors change concurrent with the field radiometer measurement and need to be recorded for every acquisition. The random component of the uncertainties is typically derived by replicate measurements (but not the systematic component). Some examples are the wind speed and other environmental conditions, or the dark current of a radiometer.
Figure 7. Main steps (rectangles) and data (parallelogram) of the SVC process, with SI-traceability (yellow circle)
Figure 8. Components of the SVC field infrastructure (in-water); see text for colour code.

Figure 9. Components of the SVC data processing
2.3. SVC UNCERTAINTY BUDGET

In the following it should be remembered that uncertainty refers to standard uncertainty (i.e. coverage factor $k=1$). The distinction between the random and systematic components of the uncertainty is only done in the companion Excel file introduced in section 2.3.4.

2.3.1. UNCERTAINTY ON WATER-LEAVING RADIANCE

The goal of the SVC uncertainty budget is to link the uncertainty of the Level-2 water-leaving radiance after SVC, $L_{w}^{cal} \lambda_i$, see Eq. (14), to the uncertainties of the SVC system. By definition, SVC removes the bias in $L_{w}^{cal} \lambda_i$ but leaves residual uncertainties due to the uncertainty $u(\bar{g})$ on the mission average vicarious gain. Assuming standard AC and SVC, this link at each band $\lambda_i$ can be made explicit by:

$$\frac{u(L_{w}^{cal}(\lambda_i))}{L_{w}^{cal}(\lambda_i)} = \frac{u(\bar{g}(\lambda_i))}{t_{g}(\lambda_i)t_{up}(\lambda_i)L_{w}^{cal}(\lambda_i)} L_{t}(\lambda_i)$$ (22)

This link would differ in the case of non-standard ACs for which the covariances of uncertainties have to be accounted for.

Note that this equation includes only the impact of SVC and does not deal with other sources of uncertainties in the Level-2 processing algorithm, such as gaseous, sun glint and atmospheric corrections, which are out of the scope of the present work. In other words, Eq. (22) is true for the specific calibration site (atmosphere, marine conditions, and geometries of observation) but should include other terms in other conditions. This fundamental link, written here in terms of relative uncertainty, shall be considered for:

1. Defining the requirement on the SVC system uncertainty. Similarly to Eq.(10), Eq. (22) shows that reaching 5% uncertainty on $L_{w}$ requires an $u(\bar{g})$ of about 0.5% when the relative contribution of the marine surface to TOA signal is about 10%. This corresponds to the required 0.5% uncertainty on TOA radiance in the blue and green bands after vicarious calibration which was recommended by IOCCG (2012) and has been recently revised downward to a target value of 0.3% (NASA, 2014). In fact, the exact requirement is wavelength dependent and strongly varies with this relative contribution; for instance it can be as low as about 0.25% at 412 nm to meet the same performance over mesotrophic and coastal waters (see Zibordi et al., 2015).

2. Computing, in operation, the actual uncertainty of $L_{w}^{cal}$ on a pixel-by-pixel basis, given the actual estimate on $u(\bar{g})$.

2.3.2. UNCERTAINTY ON THE MISSION AVERAGE GAIN

Uncertainty of $\bar{g}$ relates to the uncertainty of each individual gain $g$ and on the averaging process itself (i.e. scattering of individual gains and number of match-ups). In all generality, the averaging can be written as:
\[
g(\lambda_i) = \frac{\sum_{n=1}^{N} w(\lambda_i) g(\lambda_i)}{\sum_{n=1}^{N} w(\lambda_i)}
\]  

(23)

where \( w(\lambda_i) \) is a weighting coefficient for match-ups, either fixed to unity or dependent on the actual match-up (see Eq. (17) for an example and section 5.3.2 for detailed discussion); in the latter case we assume for the sake of simplicity that the weights have a negligible uncertainty. It follows that the squared uncertainty in the average gain is defined as:

\[
u^2(g(\lambda_i)) = \frac{\sum_{n=1}^{N} w^2(\lambda_i) u_r^2(g(\lambda_i))}{\sum_{n=1}^{N} w(\lambda_i)} + u_s^2(g(\lambda_i))
\]  

(24)

Where \( u_r(g(\lambda_i)) \) and \( u_s(g(\lambda_i)) \) are respectively the random and systematic component of \( g(\lambda_i) \). If \( w(\lambda_i) \) is set to unity and individual gains are assumed to have all the same purely random uncertainty \( u(g) \), this yields \( u(g) = u(g) / \sqrt{N} \). However, such assumptions are not necessary true and the general form of Eq. (24) shall be favoured.

2.3.3. Uncertainty of Individual Gains

At this stage, uncertainty of the individual gains is thus the main objective of the uncertainty budget. In the following, we do not explicitly include the uncertainty of the satellite radiometry \( L_t \), because it is already accounted for in the spatial variability of the gains within the macro-pixel; for instance instruments with lower signal-to-noise ratio (SNR) yield larger noise in the gains.

From basic Eqs. (11)-(13), and removing wavelength for a better clarity, the squared uncertainty is:

\[
u^2(g) = \left( \frac{t^g t^t \mu_s c_s c_0^t L_{WN}}{L_t} \right)^2 \left( \frac{u(L_{WN})}{t_{WN}} \right)^2 + \left( \frac{u(C_0)}{C_0^t} \right)^2 + \left( \frac{u(t^t)}{t^t} \right)^2
\]

\[
+ \left( \frac{u(L_{\text{path}})}{L_{\text{path}}^t} \right)^2 \left( \frac{L_{\text{path}}}{t^t \mu_s c_s c_0^t L_{WN}} \right)^2 + 2 \left( \frac{u(t^t)}{t^t L_{\text{path}}} \right) \left( \frac{L_{\text{path}}}{t^t \mu_s c_s c_0^t L_{WN}} \right)
\]  

(25)

In contrast to Eq. (22), the multiplicative component in the vicarious gain uncertainty decreases a priori in mesotrophic and coastal complex absorbing waters, where the \( t^g t^t \mu_s c_s c_0^t L_{WN}/L_t \) ratio becomes small. However, complex waters in practice counterbalance this decrease by an increased uncertainty of the additive components in the square brackets, including the atmospheric path uncertainty and its temporal variability \( L_{\text{path}} \) and \( t^t \), the in situ measurement and its temporal variability, i.e. \( u(L_{\text{WN}})/L_{\text{WN}} \), or the BRDF correction \( u(C_0)/C_0^t \). Also, a lower ratio gives more importance to the atmospheric uncertainty. Hence, the complete formulation is required to get the realistic uncertainty estimate.

Eq. (25) includes the uncertainty component due to the targeted atmospheric quantities used in the gain computation, i.e. \( t^t \) and \( L_{\text{path}}^t \). These terms disappear when calculating individual SVC gains. By construction, SVC allows the exact retrieval of the targeted marine signal, on a matchup-per-matchup basis, by formally setting \( t^t = t \) and \( L_{\text{path}}^t = L_{\text{path}} \), see section 3.3.3 and Zibordi et al.
To account for this, we simplify the formulation used in the uncertainty budget in the appendix:

\[ u(g) = \frac{t_g t \mu_5 C_5 C_6 t L_{WN}}{L_t} \sqrt{\left( \frac{u(L_{WN})}{I_{WN}^L} \right)^2 + \left( \frac{u(C_Q^L)}{C_Q} \right)^2} \]  

(26)

Nevertheless, this perfect retrieval is artificial and does not mean that the individual gains are not affected by the uncertainty related to the atmosphere. The atmosphere has a large contribution to the total uncertainty of the SVC process because of its large contribution to the TOA signal. In fact, if the atmospheric correction happens to be largely wrong over a given pixel, the computed gain contains intrinsic uncertainty which impacts the final averaged gains and the relevance of the SVC over other pixels or other conditions than these of the calibration site.

Uncertainty on transmittance and path radiance shall be assessed at least when selecting the site, as discussed in section 3.5. The location of the site shall purposely minimize these uncertainties due to its inherent atmospheric conditions that produce the lowest modelling uncertainties.

The relative uncertainty on the in situ normalised water-leaving radiance, \( u(L_{WN}^L)/L_{WN}^L \), is the last and most difficult component to be estimated. The sources of uncertainty are listed in the previous traceability chain and detailed hereafter in sections 4 and 5. The combination and propagation of these uncertainties can be achieved in two different ways:

- Either by providing a unique uncertainty estimate to each component, based on experimental validation or overall uncertainty computation. This is the approach proposed so far at MOBY (Brown et al., 2007). The total square uncertainty on \( I_{WN}^L \) is then simply computed by the quadratic sum of all components. This approach is interesting for quickly identifying the most problematic source of uncertainty and providing a unique uncertainty (at each band), easily transferable to gain level by Eq. (25).

- Or by associating a PDF with each input parameter of the in situ data processing (e.g. environmental and geometrical conditions) and running a Monte-Carlo method to get the uncertainty distribution on resulting \( I_{WN}^L \). This approach is currently investigated at BOUSSOLE (Bialek et al., 2016). A potential interest of this method is to provide the actual uncertainty of a measurement considering the exact conditions at that time (e.g. solar zenith angle, temperature, angle of the sensor tilt,...), and derive a match-up per match-up uncertainty. This should allow a better screening (or weighting) of the gains.

While the latter approach is theoretically more accurate (no first order approximation in the uncertainty propagation), it is quite idealised, requires a large effort and can only be implemented when a specific SVC infrastructure has been chosen. Hence, in the present context we shall only study the former method.

### 2.3.4. Example of Quantified Uncertainty Budget

The exercise is conducted in the Excel companion provided in the annex of this document for an in-water system (see Figure 10 below). In this file, the final uncertainty of the vicarious gains is based on Eqs. (24)-(25) assuming the same uncertainty for all the match-ups and a simple average \[ w(\lambda_i) = 1 \]. Two major input parameters in the computation are the ratio \( t_g t t L_{WN}^L / L_t \) and the number of match-ups \( N \), which can be specified by the reader. We emphasise that this detailed uncertainty
Budget is only an example: the detailed numbers are indicative and allow one to reach the overall targeted uncertainty of the mission average gains. This Excel file should be filled with the actual numbers of any system to check that this system meets the expected overall uncertainty in the SVC process.

![Table showing uncertainty sources and contributions](image)

**Figure 10.** Excerpt from the Excel annex file (here limited to band 400 nm) listing the uncertainty sources and providing an example of quantified uncertainty for each component and resulting uncertainty on the mission-average gains. Note that the contribution of marine signal to total TOA signal has been set to 5% (mesotrophic waters).
3. REQUIREMENTS ON THE SVC PROCESS

3.1. SPECIFICITIES RELATED TO SPACE SENSORS

3.1.1. SPECTRAL RANGE AND SRF

Characterisation of the spaceborne sensor spectral bands is essential to ensure a perfect consistency with the radiometry measured by the field radiometer.

**OC-VCAL-RD-1.** The spectral response function (SRF) of the satellite shall be characterised; this includes the out-of-band response. It shall be monitored along the mission lifetime of the spaceborne sensor.

**OC-VCAL-RU-1.** Any uncertainty in this characterisation may affect the vicarious gains; if meaningful, it should be propagated in the Level-1 chain and contribute to the uncertainty of the TOA spectral reflectance $L_t(\lambda_i)$.

**OC-VCAL-RV-1.** N/A

3.1.2. TEMPORAL DEGRADATION

By essence, a unique SVC gain applied throughout the mission lifetime cannot correct for temporal degradation of the spaceborne radiometer. Hence, the radiometric calibration shall correct for any temporal changes in the sensor response. For OLCI, solar diffusers are the radiometric standard for the instrument. The primary diffuser is used about every two weeks for monitoring the temporal degradation of the sensor performance. The use of a second diffuser, deployed only every three months, allows monitoring ageing of the primary diffuser (Delwart and Bourg, 2011). Alternatively, temporal degradation can be monitored and corrected with stable targets like the Moon, which have been the practice for a number of missions, including SeaWiFS, MODIS and VIIRS. According to Ohring et al. (2007), “the Moon can be used for stability monitoring that meets climate-level requirements, but uncertainty in the absolute accuracy limits its use as an absolute standard”. Inspecting the time-series of individual gains can be used to check the correction for the sensor degradation.

**OC-VCAL-RD-2.** The justification for one unique average gain over the mission lifetime shall rely on a correction for temporal degradation, computed as part of the Level-1 instrumental calibration.

**OC-VCAL-RU-2.** The uncertainty of the temporal degradation correction shall be assessed a posteriori, by investigating the instrument degradation model with the observed raw SVC gain time series.

**OC-VCAL-RV-2.** Stability of individual SVC gain time series must be monitored to verify the temporal Level-1 calibration.
3.1.3. **Optical System**

SVC relies on thorough characterization of the ocean colour sensor where all efforts are taken to quantify the elements impacting the quality of radiometric data and correct for their evolution. To date, the principles developed originally for NASA whisk-broom scanning radiometers (such as SeaWiFS and MODIS) have been directly transferred to push-broom sensors with several cameras (MERIS, OLCI). It has, however, not been demonstrated that a unique gain can complement (i.e. correct for any systematic bias) the radiometric instrumental calibration of all cameras. In fact, following the logic of SVC, one could expect to derive one mission average gain per camera or even per detector element, what is unachievable with a limited number of vicarious site matchups. Another related concern is that, because of the cyclic overpass of the satellite over a given target, gains are generally computed for a limited range of camera and detector index. This is illustrated on Figure 11 for MERIS gains computed at MOBY: while the time-series (left) seems to provide overall consistent values (N=91), the distribution as function of detector index (right) shows how badly these gains actually represent the full MERIS optical system (gains mainly computed for camera 1 and camera 2). It is impossible to ensure that these gains have a positive impact, as an example on cameras 3 and 5, unless an on-board relative calibration device is available, like the diffusers on MERIS or OLCI. The BRDF of the diffuser shall be characterised. Complementarily, the Level-1 calibration can be harmonised across the swath using stable homogeneous marine targets (e.g. oligotrophic open waters, as done for MODIS, Kwiatkowska et al. 2008) or equalisation technique over bright targets (Bouvet and Manino 2010).

![Figure 11. MERIS SVC gains at MOBY from preliminary MERIS 4th reprocessing. Left: as a function of time. Right: as a function of detector index](image)

**OC-VCAL-RD-3.** The justification for one unique average gain across track (i.e. for all cameras and/or all pixels) shall rely on the Level-1 relative calibration. For OLCI, these are the on-board diffusers which shall be characterised at all relevant geometries. Harmonisation of the across-track calibration can be complemented using homogeneous targets.

**OC-VCAL-RU-3.** Uncertainty of the on-board diffusers is not part of the uncertainty of the individual SVC gains. However, when the gains do not cover the full range of detectors, and if there is a residual uncertainty in the across-swath harmonisation, this uncertainty shall be included in the mission average gain.
OC-VCAL-RV-3. When a statistically significant number of match-ups can be achieved for various locations across track (detectors in OLCI), individual SVC gains shall be monitored to detect any cross-track residual dependence. On-board diffuser data can also be used to check the inter-band relative SVC gains.

3.1.4. SATELLITE SENSOR RESPONSE

OC-VCAL-RD-4. Vicarious calibration, based on a narrow range of radiance, shall rely on a Level-1 non-linearity correction.

OC-VCAL-RU-4. N/A

OC-VCAL-RV-4. N/A

3.1.5. DETECTOR DEPENDENT WAVELENGTH

For sensors such as OLCI and MERIS, there is a cross-track variation in wavelength. To deal with a unique theoretical wavelength per band, the processing algorithm requires an upstream correction (the so-called smile correction). Computation and application of vicarious gains shall be done consistently with this correction, i.e. either before the smile correction (considering the SRF of the exact pixels imaging the in-situ target) or after the smile correction. Application after the smile correction simplifies the process (Lerebourg et al., 2011), however vicarious gains are then applied within the Level-2 processing algorithm, and not directly on the input TOA radiances provided in the Level-1 data.

3.1.6. SPECTRAL ALIGNMENT

Some radiometers have their detectors on different focal planes which need to be properly adjusted during resampling of the spectrum. This is, for example, an important issue for Sentinel-2. SVC should be applied after this correction.

3.2. CHARACTERISATION OF THE LEVEL-2 PROCESSING CHAIN

It is demonstrated in Mazeran et al. (2017) that the concept of SVC can be formalised as a sensitivity problem between TOA and BOA and that the approach defined for standard AC (Franz et al., 2007) is a very advantageous case where the linearity and decoupling between all bands ensure the relevance of the SVC (i.e. a removal, on average, of systematic bias at BOA) as well as the forward computation of gains. For other types of processors, which are either already in use in Copernicus services (Steinmetz et al., 2012) or potentially expected to be implemented in the next years, there is a strong need for characterising this TOA to BOA sensitivity: linearity or non-linearity of the water-leaving reflectance with respect to the TOA radiometry, the level of sensitivity, the spectral coupling or not, the necessity for calibrating the NIR bands. A generic method is to rely on numerical differentiation and compute the Jacobian matrix of the Level-2 chain. Another key point in the Level-2 chain characterisation is to get an understanding (or at least a description) of uncertainties of water-leaving reflectance in relation with environmental conditions: for instance, how does the processor perform on some types of aerosols, or over some types of complex waters affecting the AC. Indeed,
the approach adopted by Franz et al. (2007) was successful thanks to the robustness of the standard AC processor. Characterising the processor performance and its variability (Zibordi et al., 2009a) is a requirement which should contribute when choosing the optimal environmental condition of the SVC site.

Figure 12. Jacobian matrix over a clear water pixel acquired by MODIS for SeaDAS processor (left) and POLYMER (right). Colours give the amplitude of $\frac{\partial L_w(\lambda_i)}{\partial L_t(\lambda_j)}$ and the sign is printed in the cell.

OC-VCAL-RD-5. The Level-2 processing chain shall be characterised through computation of the Jacobian matrix to conclude on the bands to calibrate and effects of TOA gains on the marine reflectance.

OC-VCAL-RU-5. N/A

OC-VCAL-RV-5. N/A

3.3. SVC METHODOLOGY

3.3.1. RADIOMETRIC REFERENCE MEASUREMENT

The Level-2 processing algorithms of OLCI, VIIRS and other instruments, deal mainly with radiometric quantities expressed in reflectance instead of spectral radiance, and for OLCI provide directional marine reflectance. However the primary quantity measured both at sea level (in situ) and by the satellite is in units of spectral radiance (i.e. a radiant energy per unit area, per unit solid angle, per unit wavelength, in mW.m$^{-2}$.sr$^{-1}$.nm$^{-1}$). Furthermore, because the OLCI instrumental calibration is done in terms of reflectance (through the on-board diffusers), SVC is the unique means to ensure SI-traceability of the TOA measured radiance. Therefore SVC should, intrinsically, be expressed in units of radiance. Dealing with reflectance in the processing algorithm is a matter of conversion, which however should be done carefully by using the very same solar irradiance model (at sea level). This explains why it is more straightforward to establish traceability to the SI using in situ spectral radiance rather than reflectance values: the in situ solar irradiance might not be compatible with the
EO’s one. Additionally, it is required to convert all downward transmittance (from Sun to target) from the satellite to the in situ geometry to take into account the real solar-path length at the time of the in situ measurement (Franz et al. 2007).

**OC-VCAL-RD-6.** The in situ quantity used in the SVC shall be the fully normalised water-leaving radiance \( L_{ww}^N \) (including BRDF effects, Morel et al., 2002). In situ solar irradiance may be measured for quality control or other purposes, but not used in the SVC process. Conversion to marine reflectance, if necessary, shall use the solar irradiance model of the Level-2 processing algorithm.

**OC-VCAL-RU-6.** N/A

**OC-VCAL-RV-6.** N/A

### 3.3.2. NIR bands

In the NIR, the unique SVC approach existing to date is based on very oligotrophic waters where the water-leaving radiance can be assumed negligible. This is not a strict requirement but a practical solution to avoid complex and unreliable in situ measurements in this spectral domain and to assure clear marine atmospheric properties for reducing algorithmic uncertainties. The sites considered for NIR SVC are usually different from those for the VIS bands, and typically encompass the South Pacific Gyre (SPG) or South Indian Ocean (SIO). This is the baseline considered so far for the reference signal at sea level.

The exact methodology for NIR gain computations may vary, like fixing gain to unity for one (or a few) band(s) and assuming (or not) a given aerosol model over the site; or like free aerosol shape fitting across many NIR bands. This actually depends on the sensor considered. For instance, Wang and Gordon (2002) have demonstrated that TOA uncertainty of up to 10% in the NIR region does not significantly affect the SVC process in the VIS (the vicarious gains in the VIS domain are able to adjust for any gains in the NIR), given the robustness of the SeaWiFS AC. This has allowed the SeaWiFS band at 865 nm not to be vicariously calibrated, despite an acknowledged radiometric issue (Franz et al., 2001; Wang et al., 2005). This principle has been successfully extended to the SVC of VIIRS processed with the SWIR and NIR-SWIR AC (Wang et al. 2016).

**OC-VCAL-RD-7.** SVC in the NIR region shall rely on one (or several) very clear water site(s) with negligible signal starting from 700 nm and with very clear maritime atmosphere. The site(s) may be possibly different than that (those) of the VIS SVC, in order to effectively minimize algorithmic uncertainties in the NIR.

**OC-VCAL-RU-7.** In the SVC process, it shall be demonstrated that uncertainties on the NIR TOA reconstructed signal, \( L_{\lambda_{NIR}} \), do not impact the individual gains accuracy and stability in the VIS domain (robustness of AC).

**OC-VCAL-RV-7.** N/A
3.3.3. VISIBLE BANDS

The principle of SVC in the VIS domain has been covered in section 1.5. Essentially, it requires highly accurate in situ measurements and the exact atmospheric path radiance and transmittance as retrieved by the processing algorithm for the in situ matchup pixels. Thus, VIS SVC is a relative adjustment to the NIR bands (Wang and Gordon, 2002; Wang et al., 2016) and is highly dependent on the AC. Robustness of the AC is crucial to ensure that SVC gains computed in some very particular conditions do not degrade the performance of OCR in other conditions. For instance, Ahmed et al. (2013) have detected more frequent occurrences of VIIRS negative water-leaving radiance at the Long Island Sound Coastal Observatory (LISCO) when using vicarious gains computed at MOBY. IOCCG (2012) also states that “since the primary vicarious calibration site is usually in an open ocean environment, care should be taken to obtain sufficient in situ data from turbid waters for validation purposes”. In-depth validation and improvement of the AC should be a continuous concern in parallel with any SVC programme.

OC-VCAL-RD-8. When based on a SVC approach, the targeted TOA signal constructed to derive individual gains in the VIS region, $L_t^\tau$, shall rely on exactly the same RTM as that used in the Level-2 processor, with aerosol, ancillary data and auxiliary data matching exactly those of the considered pixel. Any update in the processing algorithm requires an update of the SVC gains.

OC-VCAL-RU-8. When Space Agencies use the SVC derived over very clear waters for the operational processing of their missions at global scale, the impact over more turbid and complex waters shall be assessed to detect any degradation for coastal applications. This means a high quality validation dataset (Fiducial Reference Measurements, FRM) over various water types is required in parallel of the SVC infrastructure. Any degradation of the Level-2 performance over complex waters shall question the robustness of the algorithms, primarily the AC. This does not question the SVC itself, but its applicability to operational processing at global scales. The FRM dataset could also be used to evaluate various SVC gain computation methodologies and select the optimal one(s). Note that the requirements on the uncertainty of the targeted TOA signal are given in OC-VCAL-RU-12.

OC-VCAL-RV-8. To check the proper implementation of the SVC in the Level-2 processing algorithm, the derived pixel-by-pixel vicarious gains shall be applied and they shall result in the exact $L_w$ retrieval as the SVC in situ measurements used in the construction of $L_t^\tau$.

3.4. SEA-TRUTH SIGNAL

3.4.1. RANGE OF RADIOMETRY

Although vicarious gains computed through the SVC approach are relative to the AC, and theoretically adjust any bias of the processor itself, their suitability over the whole range of environmental conditions encountered by the space mission is not automatically ensured: “the calibration adjustments, which are dependent on atmospheric correction, are not expected to offset algorithm deficiencies over the entire range of oceanic and atmospheric conditions, especially in coastal regions and inland waters, since they are performed over open-ocean sites with typical maritime aerosols” (IOCCG, 2013a). This is essentially due to acknowledged heterogeneous performance of the algorithms over different marine/atmospheric optical properties or observation/illumination geometries (Mélin et al., 2016). It follows that a unique set of spectral
gains, averaged over the mission lifetime, does not prevent (and may even amplify) a bias in various water types, as demonstrated in Eq. (16). Thus, the selection of the SVC site contains unavoidable limitations in terms of applicability.

The location of the site should be justified by minimising the uncertainties in the vicarious gains, rather than being based on the application. Taking the example of MOBY, the choice of Hawaii came from the higher confidence in measurement over the oligotrophic water type, as well as low aerosol loading and stable aerosol type to minimise uncertainties of the AC in the SVC process (see section 3.5).

**OC-VCAL-RD-9.** The choice of the SVC site shall not be driven by the application (“Case-1” or “Case-2”) but by the total uncertainty budget of the site and the final vicarious gains. Using Eq. (25), the total uncertainty budget at the proposed site shall be derived. It is understood that mesotrophic waters may better minimise the uncertainty of gains due to lower \( L_{\text{WW}} \), compared to oligotrophic waters (see Zibordi and Mélin, 2017), however the uncertainty of all components shall be quantified, including the atmosphere, BRDF correction and spatial variability.

**OC-VCAL-RU-9.** The complete uncertainty budget shall be derived to demonstrate the relevance of any SVC site following Eq. (25). A key parameter is the relative uncertainty on \( L_{\text{WW}} \) scaled by its ratio to the total signal, i.e. \( \left( \frac{\sigma}{L_{\text{WW}}} \right) \frac{L_{\text{WW}}}{\sigma} \).

**OC-VCAL-RV-9.** N/A

### 3.4.2. Absolute Accuracy

According to the uncertainty budget of section 2.3, based on standard AC, an uncertainty of less than 5% in the sea-truth measurement is required. This uncertainty combines all in situ contributions: “from instrument absolute calibration, characterisation (including at least spectral calibration, nonlinearity, stray light perturbation and polarisation sensitivity, temperature dependence and, if applicable, geometrical and in-water response), environmental perturbation, and data processing” (NASA, 2014; Zibordi and Voss, 2014a).

**OC-VCAL-RD-10.** The uncertainty of less than 5% in the blue-green spectral region is required. This uncertainty is constrained by the space mission requirements (see section 1.3). Specifically, the allowable uncertainty of the sea-truth signal shall be quantified through the full uncertainty budget (section 2.3) to achieve an uncertainty on the mission average gain of no more than 0.5% (threshold) and ideally of 0.3% (goal) in the blue-green spectral regions (between 400 nm and 560 nm). The translation in terms of uncertainty at the match-up level depends on the systematic and random component of the uncertainty, as well as the number of matchups (mission specific); for instance, under conditions as those at MOBY, considering only the systematic component (simplistic assumption), this implies the uncertainty at sea level of less than 5% in this spectral domain.

**OC-VCAL-RU-10.** Coming either from in-house development or a commercial manufacturer, there shall be evidence that the uncertainty estimate is reliable. A complete characterisation,
including full uncertainty budget of the instrument, shall be provided following a standardised uncertainty budget definition.

OC-VCAL-RV-10. N/A

3.4.3. INTER-BAND ACCURACY

Requirements on inter-band accuracy likely depend on atmospheric correction and applications. This has still to be defined.

3.4.4. NUMBER OF SVC SITES

While a single site is in principle enough in the process of SVC, dealing with multiple sites may be, in practice, a way to increase the number of data and decrease the global uncertainty, assuming the full equivalence between the sites and the derived gains. This has motivated the use of both BOUSSOLE and MOBY to derive the MERIS gains.

Statistical test, such as $\chi^2$ test of homogeneity, can demonstrate the equivalence in the gains derived by two infrastructures (subscript 1 and 2 below):

$$\chi^2 = \frac{|\bar{g}_1 - \bar{g}_2|}{\sqrt{\sigma_1^2/N_1 + \sigma_2^2/N_2}}$$

(27)

When $\chi^2$ is below 1.96, there is 95% probability that both sets of gains belong to the same distribution. This estimator depends not only on the in situ measurements, but also on the whole SVC process, in particular on the AC. This equivalence has been reached between MOBY and BOUSSOLE for the MERIS 4\textsuperscript{th} reprocessing, at several bands, thanks to an improved robustness of the AC (Figure 13).

Figure 13. MOBY (blue) and BOUSSOLE (green) histograms of SVC gains computed for MERIS 4\textsuperscript{th} reprocessing at 412 (left), 443 (middle) and 681 nm (right). From Antoine and Mazeran 2017. Values of $\chi^2$ at these bands are respectively 0.46, 1.72 and 1.59, i.e. lower than 1.96.
In terms of physics, there is no requirement for using multiple SVC sites if the selected site meets or exceeds SVC uncertainty requirements. From a metrology point of view, several sites are preferred. Site uncertainties could weigh the average SVC gains; for instance, three equivalent sites would allow checking to see if one of them is drifting (yet other less expensive solutions may exist for such a purpose). Redundancy of sites is recommended to ensure the long-term operational objective of vicarious calibration and to avoid any data gap due to failure of one instrument (IOCCG, 2012; IOCCG, 2013b). Using several sites may be justified for some operational applications in order to reach more quickly the required number of match-ups (see section 5.3.2); for instance, removing the bias in $L_w$ in a just launched space mission needs match-ups in its early phase, while climate change investigations need only a sufficient number of match-ups after several years. The exact location of the site(s) shall take into account the real orbit of the considered OC satellites, to optimise the number of imaging cameras/detectors and the number of match-ups (orbit overlap); option for multiple sites at different latitudes shall be investigated.

In the case where multiple sites are implemented, they shall be strictly equivalent in terms of the complete uncertainty budget as in Eq. (25), precision, traceability, observation conditions (NASA, 2014; Zibordi and Mélin, 2017) and shall use harmonised protocols.

Equivalence in the vicarious gains computed over various sites shall be demonstrated in terms of absolute level, uncertainty and stability. Statistical tests (e.g. test of homogeneity, Eq. 27) shall demonstrate that gains computed over different sites belong to the same distribution and can be weight-averaged.

### 3.5. Aerosol Characterisation

Quantifying the uncertainty related to the atmospheric component is mandatory for selecting the optimal SVC site(s). The experience has shown that atmospheres characterized by maritime aerosols, generally stable over time, predictable, and with low optical thickness, are the most appropriate because they are modelled in the AC process with the lowest uncertainties (Franz et al., 2007).

Atmospheric measurements are not used in the current vicarious calibration operated by NASA and ESA, essentially for methodological reasons which have led to move from radiometric vicarious calibration to SVC (Franz et al., 2007). However such measurements are now advised by NASA at least for characterising the site and selecting the match-ups (NASA, 2014). We have shown in section 2.3 that SVC gains depend on the atmospheric scattering functions ($I_{path}$ and $t^s$), directly estimated in a SVC approach by the Level-2 AC, which obviously performs with some uncertainties. The variability observed in the time-series of individual gains might be partly due to these components that a priori vary with the Sun/view angular geometry, the IOPs of the atmosphere, and the water surface conditions (i.e. the level of roughness induced by the wind speed, the barometric pressure, and BRDF). Furthermore the applicability of the SVC gains established at one site to other regions characterised by different atmosphere may be questioned depending on the robustness of the AC.

To provide estimates on these scattering atmospheric functions, we have applied the approach of Aznay et al. (2014) to the Lanai site equipped with an AERONET station close to the MOBY buoy. In short, the method consists in using the AOT and IOPs of aerosols (i.e. the SSA and APF) derived from solar extinction measurements and sky radiance acquisitions, as inputs to a RTM, here the successive orders (SO) of the scattering code (Lenoble et al., 2007). These calculations were conducted at exact angular geometries and same surface conditions (wind speed and barometric pressure) as MERIS.
pixels matching the ground measurements. They provided then reference values of $L_{\text{path}}$ and $t$ that could be directly compared to their MERIS counterpart, $L_{\text{path}}$ and $t$. Histograms of relative uncertainties $\frac{u(L_{\text{path}})}{L_{\text{path}}}$ and $\frac{u(t)}{t}$, displayed in Figure 14, were computed on a sub-set of very clear matchups (no cloud, no medium and high glint in about 6x6 km² around the site) and for every pixel, for allowing the analysis of the spatial variability within the match-ups. A positive bias of about 2.5% in relative value can be observed in $L_{\text{path}}$ and would require more inspection of the MERIS AC. Overall relative uncertainty of 3% and 1% (1-sigma) are found on the atmospheric path radiance and total (i.e. along the downward and upward paths) transmittance, respectively.

![Figure 14. Histogram of $\sigma_{L_{\text{path}}}/L_{\text{path}}$ (443) (left) and $\sigma_{t}/t$ (443) (right) estimated for MERIS (3rd reprocessing) at the Lanai site against AERONET data.](image)

**OC-VCAL-RD-12.** Atmosphere above the SVC site shall be characterised in situ in terms of AOT, aerosol type and variability of gaseous absorption. At least one year of continuous data is required to describe the seasonal cycle at the site and, ideally, a longer history record. Maritime aerosols, generally stable over time, predictable, and with low optical thickness are the target. The molecular and aerosol quantities used to compute gains in a SVC approach, that is $L_{\text{path}}$ and $t$ derived by the satellite, shall be compared to these ground-truth measurements using the same RTM as that used in the Level-2 processing algorithm.

**OC-VCAL-RU-12.** Uncertainty in $L_{\text{path}}$ and $t$ shall be estimated to compare performance of the AC over various sites and help selecting the site which minimises this uncertainty and provides the best conditions. Analysis with respect to scattering angles should be done to detect any trends (e.g. backscattering geometry of OLCI). Uncertainties assessed for MERIS at Lanai near MOBY of about 3% and 1% in these two terms contribute to about 3% in the total gain uncertainty, which is acceptable at the match-up level, and can be then considered as a recommendation.

**OC-VCAL-RV-12.** N/A
4. REQUIREMENTS ON THE SVC FIELD INFRASTRUCTURE

4.1. RADIOMETER CHARACTERISATION AND CALIBRATION

4.1.1. SPECTRAL ASPECTS

4.1.1.1. SPECTRAL COVERAGE

The spectral bands of S3/OLCI are listed in Table 1, together with spectral bands of S3/SLSTR and S2/MSI. For the vicarious calibration of all OLCI bands except 940 and 1020 nm, it is necessary to cover the spectral range 380-900 nm. Ideally starting at 340 nm would also allow handling the future NASA/PACE mission. For waters with low particulate backscatter, as it is the case for many open sea locations, it is possible to simply assume negligible water-leaving radiance for the spectral bands at wavelengths larger than 700 nm for the purpose of vicarious calibration. In such case, it is required to effectively demonstrate that the NIR signal is negligible at the site and to quantify the uncertainty due to this assumption. NIR measurements can then be done with relaxed criteria, e.g. by a single multispectral radiometer, still associated with a rigorous uncertainty budget. At the same time, SVC for these bands is reliably accomplished using the NIR SVC method described in section 3.3.2.

If operating in locations with non-negligible water-leaving radiance at wavelengths longer than 700 nm, it is necessary to either collect measurements for such wavelengths, e.g. with above-water systems, or model the water-leaving radiance at these wavelengths from measurements in the VIS/NIR spectral domain and estimate the associated modelling uncertainties. For OLCI 1020 nm band, water-leaving radiance is measurable in the world’s most turbid waters (Knaeps et al., 2012). However, such waters, typically turbid estuaries and river plumes, have generally high spatial and temporal variability and are hence unsuitable for vicarious calibration.

The S3/OLCI, S2/MSI and S3/SLSTR SWIR bands at 1.02 µm, 1.6 µm and 2.2 µm are very useful for the AC over turbid waters (Wang and Shi, 2016; Vanhellemont and Ruddick, 2015) and, consequently, should be vicariously calibrated (see section 3.3.2). For these bands, the water-leaving radiance can be neglected in open waters and the uncertainty for such an assumption quantified (Wang et al., 2016).

The spectral coverage 380-900nm discussed above for OLCI is suitable for all current OC sensors including HY-1B/COCTS, HY-1B/CZI, COMS/GOCI, Terra/MODIS, -Aqua/ MODIS, OceanSat-2/OCM-2 and SNPP/VIIRS. This spectral coverage is also suitable for SVC of the vast majority of sensors designed originally for land applications including LANDSAT-8 (and follow-ons), S2/MSI and PROBA-V.

For a few future OC sensors, notably NASA/PACE, NASA/GEO-CAPE and NASA/HyspIRI missions, the spectral coverage 380-900 nm would need to be extended towards shorter wavelengths, e.g. 340-350 nm or even shorter to account for out of band response.
Table 1. Central wavelength and width of OLCI spectral channels. OLCI bands marked in grey are not available as Level-2 radiometric products. OLCI bands in red are new with respect to previous bands on MERIS. Sentinel-3/SLSTR and Sentinel-2 (S2) wavelengths are given, although it is noted that these have much lower signal to noise. Source: https://sentinel.esa.int/web/sentinel/user-guides/OLCI

<table>
<thead>
<tr>
<th>OLCI band</th>
<th>OLCI centre (nm)</th>
<th>OLCI width (nm)</th>
<th>SLSTR centre/width (nm)</th>
<th>MSI centre/width (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oa1</td>
<td>400</td>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa2</td>
<td>412.5</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa3</td>
<td>442.5</td>
<td>10</td>
<td>-</td>
<td>443/20</td>
</tr>
<tr>
<td>Oa4</td>
<td>490</td>
<td>10</td>
<td>-</td>
<td>490/65</td>
</tr>
<tr>
<td>Oa5</td>
<td>510</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa6</td>
<td>560</td>
<td>10</td>
<td>555 / 20</td>
<td>560/35</td>
</tr>
<tr>
<td>Oa7</td>
<td>620</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa8</td>
<td>665</td>
<td>10</td>
<td>659 / 20</td>
<td>665/30</td>
</tr>
<tr>
<td>Oa9</td>
<td>673.75</td>
<td>7.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa10</td>
<td>681.25</td>
<td>7.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NIR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oa11</td>
<td>708.75</td>
<td>10</td>
<td>-</td>
<td>705/15</td>
</tr>
<tr>
<td>Oa12</td>
<td>753.75</td>
<td>7.5</td>
<td>-</td>
<td>740/15</td>
</tr>
<tr>
<td>Oa13</td>
<td>761.25</td>
<td>2.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa14</td>
<td>764.375</td>
<td>3.75</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa15</td>
<td>767.5</td>
<td>2.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa16</td>
<td>778.75</td>
<td>15</td>
<td>-</td>
<td>783/20</td>
</tr>
<tr>
<td>Oa17</td>
<td>865</td>
<td>20</td>
<td>865 / 20</td>
<td>865/20</td>
</tr>
<tr>
<td>Oa18</td>
<td>885</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa19</td>
<td>900</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oa20</td>
<td>940</td>
<td>20</td>
<td>-</td>
<td>945/20</td>
</tr>
<tr>
<td>SWIR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oa21</td>
<td>1 020</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 375 / 15</td>
<td>1 375/30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 610 / 60</td>
<td>1 610/90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 250 / 50</td>
<td>2 190/180</td>
</tr>
</tbody>
</table>
**OC-VCAL-RD-13.** Spectral coverage should be sufficient to cover both the in-band and full band spectral characteristics of the satellite sensor, specifically 380-900 nm for S3/OLCI, S2/MSI and all current OC. Ideally it should start at 340 nm for the future NASA/PACE mission.

**OC-VCAL-RU-13.** If part of the spectral coverage is achieved by modelling the water-leaving radiance from other wavelengths (e.g. for the range 700-900nm in low reflectance waters) the residual uncertainty due to limited spectral coverage of the SVC instrumentation must be determined. This can be achieved with a NIR measurement with relaxed criteria (e.g. a single multispectral radiometer, in contrast to a hyperspectral radiometer for the VIS bands, see section 4.1.1.2).

**OC-VCAL-RV-13.** The spectral coverage of each individual instrument should be provided via a report describing laboratory tests. If part of the spectral coverage is achieved by modelling the water-leaving radiance (e.g. for the range 700-900 nm in low reflectance waters) then a report describing RTM simulations with varying IOPs at the measurement site should be provided as a basis for the uncertainty estimate.

### 4.1.1.2. Spectral Resolution and Response Function

To properly derive an in situ water-leaving radiance comparable to that measured by the spaceborne sensor (see Eq. 7), the following spectral integration has to be performed for each sensor band $\lambda_i$:

$$L_w^I(\lambda) = \int L_w^S(\lambda_j) SRF_i(\lambda_j) d\lambda_j$$

where $L_w^S(\lambda_j)$ is the water-leaving radiance determined at any wavelength $\lambda_j$ with the field instrument and $SRF_i$ is the spectral response function of the appropriate spaceborne sensor band $\lambda_i$. In fact, $L_w^S(\lambda_j)$ depends itself on the SRF of the field radiometer, $SRF_j^{IS}$:

$$L_w^S(\lambda_j) = \int L_w^S(\lambda) SRF_j^{IS}(\lambda) d\lambda$$

Because $SRF_j^{IS}$ is neither perfect nor equal to $SRF_i$, the spectral resolution (defined by the sensor bandwidth) and the spectral sampling interval (i.e., the distance between center-wavelengths of adjacent bands) of the field radiometer must be sufficient to properly resolve the SRF of any spaceborne sensor channel. Obviously, some errors are introduced when the spectral resolution is not sufficient to correctly model the satellite bandpass. The current MOBY system has approximately 0.5 nm/pixel as the spectral spacing between channels and approximately 1 nm spectral bandpass for each of them. Two studies (Flora et al., 2006; Zibordi et al., 2017b) have shown that when these specifications are relaxed additional errors are incurred in deriving the appropriate water-leaving radiances for the spaceborne sensor channels. Flora et al. (2006) found that the spectral resolution of the in situ measurements must be a factor of 2-5 times higher than the spaceborne sensor bandwidth in order to reduce biases in the derived water-leaving radiances to less than 1%. For example, an in situ instrument with a 10 nm full-width-at-half-maximum (FWHM) and a 3.3 nm
spectral spacing (which is typically the case of a commercial hyperspectral instrument) will introduce biases up to +/-1% in the MODIS type band averaged radiances.

In the case of multispectral radiometers the non-continuous/irregular sampling of the $L_w$ spectrum may be mitigated by modelling the water-leaving radiance for wavelengths between measurements (“band-shifting” method), but with generally larger uncertainties. If a single multispectral radiometer needs to be chosen, the priority shall be given to the S3/OLCI bands.

**OC-VCAL-RD-14.** When a unique in situ radiometer is intended to be used for the SVC of multiple Copernicus instruments, hyperspectral resolution shall be required. Spectral resolution shall be sufficient to resolve the full spectral SRF of each satellite sensor. To limit the bias to less than 0.5% in $L_w$ (after integration on the sensor SRF), a spectral resolution better than 3 nm, with a sampling interval of about 1 nm, is required for a multispectral sensor such as OLCI (NASA 2014, Zibordi et al. 2017b), and a sub-nanometer resolution is required when dealing with hyperspectral satellite sensor such as PACE. Note that for a hyperspectral in situ radiometer, the resolution can be relaxed from 3 nm to 1 nm when using remote-sensing reflectance (see Eq. 34) instead of water-leaving radiance in the SVC process.

**OC-VCAL-RU-14.** Residual uncertainty due to spectral convolution of SVC measurements over the SRF of the spaceborne sensor spectral band must be determined, following for example the approach proposed by Zibordi et al. (2017b).

**OC-VCAL-RV-14.** The SRF of the SVC field instrument should be documented on the basis of laboratory characterisations. The estimation of uncertainty due to the difference in SRF between the SVC field instrument and the spaceborne sensor should be provided via a report describing tests; e.g. applying Eq. (29) to the sensor SRF for a variety of $L_w$ spectra representative of the water type at the SVC site and derived from, either acquisition at finer spectral resolution (e.g. 1 nm) than that of the SVC field instrument, or radiative transfer simulations at finer spectral resolution with varying IOPs typical of the calibration site and including inelastic processes.

**4.1.1.3. Spectral calibration**

The specific spectral resolution and the centre wavelength of each channel must be understood for both hyperspectral and multispectral field instruments. Because the surface irradiance spectrum presents the effects of many narrow absorption/emission lines included in the extraterrestrial solar irradiance spectrum (due to variations of temperature in the Sun and its chemical compounds), any small change in wavelength of the field instrument may induce variations in the retrieved radiance (see Figure 15). For both hyperspectral and multi-channel instruments, these characterisations can be done in the laboratory by either measuring the full SRF of a multichannel instrument, or illuminating the hyperspectral instrument with gas discharge lamps or laser lines. One advantage of hyperspectral instruments is that this calibration, and the stability of this calibration, can be maintained in the field by the use of Fraunhofer lines in the solar spectrum (Meroni et al., 2010). A reasonable goal is for the spectral position of each channel of the in-situ instrument to vary by less than 0.2 nm during field deployment; this number actually depends on the spectral resolution and would need to go below 0.1 nm for a 1 nm resolution.
Figure 15. Example of surface irradiance spectrum, measured with MOBY, showing its spectral complexity.

**OC-VCAL-RD-15.** Spectral calibration and its stability during deployment must be sufficient to maintain the radiometric accuracy of the retrieved $L_{W}^S$. A reasonable goal is 0.2 nm for each channel of the field spectrometer.

**OC-VCAL-RU-15.** Residual uncertainty due to the temporal variability of SRF of the SVC field instrumentation must be determined.

**OC-VCAL-RV-15.** A report should be provided quantifying the impact of the temporal variability of the in situ SRF ($SRF_{S}^{IS}$) on the spaceborne sensor band-weighted water-leaving radiance $L_{W}^{S}$ using measured SVC SRF and typical $L_{W}$ spectra for the measurement location.

### 4.1.1.4. Stray Light

Stray light is a problem for hyperspectral radiometers, in which a monochromatic source of radiance at one wavelength causes a signal at other wavelengths due to internal scattering in the radiometer. The resulting error is systematic and may reach almost 10% on the water-leaving radiance for bands near 400 nm if not corrected (MOBY case; Feinholz et al., 2009). This effect can be even larger in the red wavelengths if one spectrometer is used for the entire spectral range. Hence, stray light needs to be characterised and systematically corrected for all measurements, due to the wide range of existing marine radiance spectra. This correction should take into account the difference between the spectral composition of the calibration light source and of the water-leaving radiance (e.g. Talone et al., 2016).

Laboratory characterisation of the stray light distribution function (SDF) is particularly time-consuming. Analysis of the TriOS/RAMSES instrument suggests that a single SDF of spectrographs from the same production batch may have about 0.7-1% uncertainty (Talone et al., 2016). Reducing this uncertainty requires a characterisation of the SDF for each instrument at least once, and then re-checking it during routine calibration at several wavelengths.
**OC-VCAL-RD-16.** Stray light shall be characterised for each individual radiometer through the stray light distribution function (SDF). Characterisation at series level may be sufficient as far as this supplementary source of uncertainty is included in the uncertainty budget. A temporal monitoring to detect sudden changes is required (e.g. internal sources). Measurements shall be corrected systematically for stray light with quality-controlled algorithms taking into account the spectral composition of both calibration light source and in situ measurement. Residual uncertainty of the correction shall be documented.

**OC-VCAL-RU-16.** Uncertainty associated with stray light correction shall be reassessed for each set of measurements after any stray light characterisation. This can be achieved using calibrated blue sources as validation sources.

**OC-VCAL-RV-16.** Laboratory tests should be reported, following best existing practices as documented by Feinholz et al. (2009), providing the SDF for each radiometer or each class of radiometer together with an estimate of the inter-instrument variability of the SDF. Residual uncertainty after correction shall be verified; e.g. by taking a variety of $L_w$ spectra typical of the measurement location, convoluting with the instrument SDF (and its variability) and applying the stray light correction scheme to estimate the original $L_w$ spectra. Test measurements should be done during routine recalibrations to verify the stability of the SDF.

### 4.1.2. Radiometric Aspects

#### 4.1.2.1. Absolute Radiometer Calibration and Stability (in Air)

To be useful in the SVC process the in situ instrument must maintain a level of absolute radiometric calibration and stability of this calibration during deployment. The recent NASA vicarious calibration Request For Proposals (NASA, 2014; Zibordi and Voss, 2014b) specified absolute spectral radiometric uncertainty less than 4% in the blue-green region of the solar spectrum (above 400 nm) and approximately 5% at the red wavelengths. This included all sources of uncertainty, from laboratory measurements, through deployment, and data reduction. In addition the NASA Request For Proposals specified that this uncertainty must be maintained to within 1% during the deployment. To achieve it, the fundamental radiometric calibration (in air) must be much more accurate, on the order of 1-2% to accommodate the additional uncertainties that will occur along the acquisition and processing stages. This radiometric calibration is typically achieved by laboratory calibration using FEL lamps, or calibrated integration spheres, which are in turn traceable to a primary optical calibration source, typically a cryogenic radiometer maintained by a NMI (e.g. NIST, NPL).

Regarding the UV domain, which is of interest for missions such as PACE, new types of sources with higher SNR than standard Quartz Tungsten Halogen lamp could be developed.

Stability of the radiometric calibration should be monitored in the field either continuously (preferably at “system” level, e.g. through the entrance optics) or during regular field visits. Redundancy and overlap of instrumentation also facilitates continuous monitoring of radiometric sensitivity during deployments.

**OC-VCAL-RD-17.** Radiometric calibration of the instrument (in air) must be held to 1-2% uncertainty in the VIS domain (above 400 nm) and traceable to SI unit via a NMI. This calibration
must be maintained to within 1% during each deployment. Stability of the radiometric calibration during deployments must be monitored.

**OC-VCAL-RU-17.** The residual uncertainties in the laboratory radiometric calibration and the radiometric stability of instruments during deployments must be understood and quantified.

**OC-VCAL-RV-17.** A full radiometric calibration history shall be supplied for each OC SVC instrument including both the laboratory calibration and the field stability monitoring. The impact of uncertainties in the radiometric calibration, both during the laboratory calibrations and because of temporal variability during deployments, shall be propagated to give uncertainties in the $L_{w}$ measurement.

### 4.1.2.2. Angular Response

For in-water instrumentation the upwelling radiance field is relatively smooth when viewed in the nadir direction. Because of this the angular acceptance of the radiance detector is not critical and can be as large as 10° (half-angle) field of view (FOV) (Ocean Optics Protocols, Rev 4, Vol II). Radiometers with large FOV are often difficult to calibrate in the laboratory, because a large extended source of radiance is required. A smaller FOV (e.g. such as MOBY with 1.73° full-angle) can be used, but care must be taken to either increase the number of samples to be averaged or increase the integration time to account for the decreased solid angle that has been viewed by the sensor.

**OC-VCAL-RD-18.** For underwater instrumentation, the half-angle FOV of the radiance detector must be less than 10°; in open waters this is not a strict limit because the radiance field is very homogeneous, the only limit in practice being to avoid imaging the deployment platform.

**OC-VCAL-RU-18.** The uncertainty associated with finite FOV should be quantified.

**OC-VCAL-RV-18.** The FOV of each instrument should be reported on the basis of laboratory tests. For nadir-viewing underwater measurements the uncertainty associated with this FOV should be estimated for typical angular distributions of upwelling radiance for the measurement location.

### 4.1.2.3. In-Water Response (Radiance Sensor)

Radiometers will have a different response in water than in air, and since most radiometers are calibrated in air, this difference must be determined. The immersion factor accounts for this difference (Mueller and Austin, 2003), and must be determined for each class of radiometer (Zibordi, 2006). The immersion factor is caused by the difference in the refractive index of air and water, and hence varies with the refractive index of seawater, which itself varies with wavelength, temperature and salinity. Thus, the immersion factor must be estimated for the instrument, and the effect of variation of the refractive index with a range of salinities and temperatures (Austin and Halikas, 1976; Quan and Fry, 1995) relevant to the SVC site must be determined. For many simple radiometers, the immersion factor can be calculated from theoretical first principals to ensure a very
low uncertainty, but it must be experimentally verified. The uncertainty estimate for this factor in MOBY is 0.05% (Feinholz et al., 2017).

**OC-VCAL-RD-19.** The immersion factor for the field radiance sensor, or series of sensors, must be measured.

**OC-VCAL-RU-19.** The uncertainty of the immersion coefficient of the radiance sensor should be targeted to 0.05% (reference used at MOBY) and shall, in any case, not be higher than 0.25% as it then starts to affect the total uncertainty budget. The range of uncertainty in the immersion factor due to temperature and salinity in the operational area of the SVC site must be included.

**OC-VCAL-RV-19.** It should be verified that the estimated immersion factor agrees with the simple theoretical model (Mueller and Austin, 2003), within the uncertainty of the model.

### 4.1.2.4. THERMAL STABILITY

One source of variability of the instrument sensitivity relates to its thermal stability. Depending on the environment, an in situ radiometer could be expected to operate in the range from 10°C to 30°C. Hence a difference between the in temperature during operation in the field and the calibration temperature introduces systematic error. The temperature response of the radiometer must be characterised for the range of temperatures relevant to its operational environment. It is recommended that the residual uncertainty after temperature correction is less than 0.3% over the above-mentioned range. For the MOBY optical system, located in a tropical site but also held at 10 m below the surface, the range of temperatures in which the instrument will be exposed, while in the field, is much smaller than that of free-floating systems or of any instrument operated in marine regions affected by significant seasonal changes in water temperature.

Laboratory characterisation of the thermal sensitivity of each instrument is definitely time-consuming (Zibordi et al., 2017c). Still, the determination of the thermal response for specific groups of instruments, albeit with higher uncertainty, should be a requirement. Knowledge of the internal detector temperature is essential to facilitate the application of thermal corrections for instruments without thermal regulation. For some instruments it may be possible to estimate detector temperature from dark current (see section 4.1.2.5) or apply a thermal correction based on dark current instead of detector temperature.

**OC-VCAL-RD-20.** The OC-SVC instrument temperature shall be determined continuously, e.g. thanks to redundant inclusion of thermistors and the uncertainty associated with temperature effects shall be quantified.

**OC-VCAL-RU-20.** The uncertainty in the temperature characterisation must be understood and held to less than 0.3%.

**OC-VCAL-RV-20.** The thermal sensitivity of OC SVC instrument will be characterised on the basis of laboratory tests. The operating and/or ambient temperature of OC SVC instruments will be
monitored during deployments and used to correct for temperature effects. The uncertainty associated with thermal effects will be estimated, after application of any correction method, for typical measurements and typical operating conditions of the measurement location.

4.1.2.5. DARK CURRENT

Electric signals (“dark current”) are generated within optical instruments giving a raw non-zero measurement even in absence of incoming light. Dark signal will depend on various factors including integration time and operating temperature, and may be highly variable in time giving instrument “noise”. The dark signal can be measured by blocking the incoming light source, e.g. via a mechanical shutter or by light-blocked pixels of a CCD array, and subtracted from measurements (dark correction).

**OC-VCAL-RD-21.** The dark signal shall be measured and corrected. Measurements will be made with sufficient replicates or integration time to minimise dark current effects.

**OC-VCAL-RU-21.** The uncertainty associated with dark signal, after correction, shall be quantified.

**OC-VCAL-RV-21.** The methodology adopted for the dark signal measurement and its correction shall be reported and the uncertainty estimates shall be validated taking into account possible time or signal-related variation of dark current.

4.1.2.6. POLARISATION SENSITIVITY

If the radiometer has a polarisation sensitivity, then the polarised light intensity will interact with the instrument and cause variability in response that will vary with solar zenith angle, instrument orientation, and IOPs of water and atmospheric constituents. For in-water instruments, the upwelling radiance can be polarised, with up to a 60% degree of polarisation (DOP) that mainly depends on the wavelength, IOPs of water, and the solar zenith angle (e.g. Voss and Souaidia, 2010), although the DOP is rarely so high at nadir. If the polarisation sensitivity of the instrument is kept below 1%, this will be less than a 0.6% effect at most, but more commonly less than 0.2% in most cases for the nadir view direction.

If the polarisation sensitivity of the instrument is kept below 2%, this will be less than a 1% effect at most, but more commonly less than 0.2% in most cases for the in-water case and the nadir view direction.

**OC-VCAL-RD-22.** The polarisation sensitivity of the field instrument must be less than 1% and fully characterised.

**OC-VCAL-RU-22.** The uncertainty of $L_{uw}^{IC}$ due to the polarisation sensitivity must be determined for the specific operating conditions at the time of the measurement.
The wavelength dependent polarisation sensitivity of each instrument shall be documented based on laboratory tests; e.g. by azimuthal rotation of the instrument illuminated by a strongly polarised light intensity source of a known DOP. The polarisation sensitivity of each instrument shall be applied to radiance field vector (Stokes parameters), e.g. simulated and typical of conditions at the measurement location to validate the uncertainty estimate.

4.1.2.7. Non-linearity Response

Radiometric sensors may exhibit a non-linearity in their response. This can cause a problem with hyperspectral sensors, where the spectral variation in received irradiance can be very large. In addition, it is likely that there will be variations in the source spectral intensity between measurements performed in the laboratory for calibration purposes and those performed in the field. It is possible for this instrument linearity to be accurately characterised and corrected. In this case, it is important to do this correction to within 0.1%.

The linearity of the instrument must be characterised and corrected to have an uncertainty of less than 0.1%. Achieving such an uncertainty in the correction requires “absolute” methods, most commonly the flux-doubling method and its improved variants (Yoon et al. 2003, White et al. 2008).

The residual uncertainty due to the linearity correction must be determined.

The non-linearity of instrument response and its variability shall be documented on the basis of laboratory tests with different incident light intensities and integration times. The impact of non-linear response will be estimated, after the application of any correction method, with radiance fields typical of the measurement location.

4.1.2.8. Noise Characterisation

In addition to the dark current reported in section 4.1.2.5, other factors relating to the instrument design and/or the discrete photon nature of light may give very fast fluctuations in the measured signal that cannot be characterised, termed here “noise”. As an example this may be encountered in a CCD-based hyperspectral systems operating with an integration time too short for dark targets. It is especially the case of instruments with a single integration for the entire spectrum but with very different light levels across the spectrum, e.g. comparing VIS with NIR wavelengths. In general, this noise can be reduced by increasing the integration time and/or by averaging over many replicate measurements, although this may be subject to other constraints such as avoiding saturation at wavelengths with high light levels and time restrictions for fast profiling with vertically profiling systems.

Here, the noise refers only to instrument-related variability of the signal – other sources of high frequency variability of the measured signal may arise from “environmental effects” such as wave-focusing for underwater measurements.

Instrument noise shall be kept at levels that do not impact the total uncertainty of a measurement.
The uncertainty due to the instrument noise shall be quantified.

The minimisation of instrument noise shall be demonstrated by quantifying instrument-related temporal variability for replicate measurements.

### 4.1.3. Like-to-like rule

A general issue in the radiometer characterisation and calibration described above is that biases might be introduced because of different parameters and environmental conditions between the target we want to measure and the calibration target. Figure 16 gives an example for the relative spectral distribution, where a lamp-based calibration source produces a higher radiometry in the red and NIR region compared to an actual marine signal. Other influencing parameters may be the spatial difference (near field versus far field), polarisation, temperature, etc. According to Johnson et al. (2003), the like-to-like rule should be followed as much as possible to avoid introducing systematic bias.

![Figure 16. Comparison between the measured (blue) and calibration source (red) at MOBY. From Johnson (2003).](image)

The like-to-like rule shall be followed as much as possible: characterisation/calibration conditions should be as similar as possible to those of the actual measurement in the sea (Johnson et al., 2003). This may require a dedicated calibration facility, such as the Spectral Irradiance and Radiance Responsivity Calibrations with Uniform Sources (SIRCUS; Brown et al., 2000).

Uncertainties due to conditions violating the like-to-like rule shall be introduced in the uncertainty budget. This aspect is probably even more critical when using commercial instruments if manufacturers do not account for environmental sources of uncertainty.

N/A
4.2. **IN SITU PLATFORM**

4.2.1. **SELF-SHADING AND SUPERSTRUCTURE SHADING**

Depending on the design of the radiometer and its deployment system, instrument self-shading and superstructure shading may be a major component of the uncertainty affecting the in situ upwelling radiance. The impact of shading increases towards the red domain and can lead to uncertainties of up to 12% on $L_u$ at 665 nm when uncorrected (MOBY case; Brown et al., 2007). Corrections for self-shading and superstructure shading shall be based on radiative transfer simulations considering accurate modelling of the geometry, illumination angle and optical properties of the water (e.g. Doyle and Zibordi, 2002; Doyle et al., 2003; Mueller, 2007; Vellucci et al., 2014).

![Figure 17. Picture of the shadow of the BOUSSOLE buoy. From Vellucci et al. (2014).](image)

**OC-VCAL-RD-26.** Instrument self-shading and superstructure shading shall be minimised by design of the radiometer and the platform, and then estimated by accurate radiative transfer modelling to allow correction during deployments.

**OC-VCAL-RU-26.** Uncertainty of the shading correction shall be kept significantly smaller than the shading error itself which is below 1% in the blue-green bands and below 3% in the red bands.

**OC-VCAL-RV-26.** Field experiments should empirically validate the radiative transfer simulations to assess the uncertainty in the shading correction.

4.2.2. **TILTING**

$L_u$ is defined as the upwelling radiance at nadir. As such, if the in-water instrument tilts from nadir, a correction has to be applied to the data for any effect of the tilt or its uncertainty taken into account. The amplitude of tilt depends on the type of platform and environmental conditions. For the example of MOBY, the platform is tethered to a separate mooring buoy, which is fixed to MOBY near
the surface. Thus, MOBY presents very little tilt, as shown in Figure 18 which is a histogram of the MOBY tilt over the full MOBY time series. As can be seen, MOBY tilt is less than 1° for approximately 75% of the measurements, and less than 5° for 96% of the measurements. For field instruments whose tilt significantly impacts the uncertainty budget, a correction for the various resulting effects must be applied, for instance for the shape of the upwelling radiance distribution (BRDF), for the instrument depth, for the shading, etc. In the case of BRDF, the correction depends on relative Sun and instrument geometry, and the optical properties of the water. An example of contour plot of the BRDF correction is shown in Figure 19. As can be seen, for angles less than 1°, the correction is negligible, but by 2° this correction can be as large as 1%. This example is for waters representative of the MOBY site (Chl = 0.1 mg m⁻³), 20° solar zenith angle, and 620 nm. The uncertainty of the correction will depend on how large a correction is required, how well the optical properties of the water are known, and how well the BRDF has been modelled with these optical properties and geometry.

**OC-VCAL-RD-27.** Instrument tilt shall be minimised through the design of the SVC instrument and platform. Accurate tilt/roll measurements shall be performed during the optical measurements.

**OC-VCAL-RU-27.** For measurements acquired under a significant tilt, the residual uncertainties after tilt corrections (e.g. BRDF correction) must be assessed and held to a level not significantly impacting the overall uncertainty budget (e.g. less than 0.3%).

**OC-VCAL-RV-27.** Field experiments should empirically validate the tilt corrections (e.g. modelled BRDF correction) at the site.

![Figure 18. Histogram of MOBY tilt angles over the full MOBY time series. This histogram is for tilt in MOBY’s x axis, it is identical to the tilt in the y-axis.](image-url)
Figure 19. Contour plot of % BRDF correction for a given tilt and azimuth relative to the sun. Each circle represents a 1° change in nadir angle. This example is for clear waters, representative of the MOBY site, 620 nm (the change is more significant at the red wavelengths) and a solar zenith angle of 20°.

4.3. RADIANCE COMPUTATION

4.3.1. MEASUREMENT EQUATION

Underwater instruments on mooring acquire radiometric measurements at several depths and require an extrapolation of the upper most measurement to just below the surface \((z = 0^-)\), followed by a propagation of the signal through the water-air interface. The first step generally relies on the exponential decay of the upwelling radiance with depth:

\[
L_u(\lambda, 0^-) = L_u(\lambda, z) e^{K_L(\lambda, 0, z)z}
\]  

(30)

in which the diffuse attenuation coefficient between two depths \(z_1\) and \(z_2\), is defined as:

\[
K_L(\lambda, z_1, z_2) = -\frac{\ln \left(\frac{L_u(\lambda, z_2)}{L_u(\lambda, z_1)}\right)}{z_2 - z_1}
\]  

(31)

A compromise in the measurement depths must be done, as small depths reduce uncertainty in the propagation but induce other sources of uncertainty due to the sea surface state (wave focusing, possibly shading depending on the platform). The BOUSSOLE buoy has two instrumented arms at 4 m and 9 m while MOBY has three arms at 1 m, 5 m and 9 m. Using \(K_L(\lambda, z_1, z_2)\) to propagate the upwelling radiance from the shallowest depth to \(z = 0^-\) implicitly assumes that the diffuse attenuation is constant in the water column. This extrapolation is typically robust in the blue bands but starts to be wrong from 550 nm with growing error in the red because of the inelastic scattering due to Raman scattering and chlorophyll fluorescence, even in a homogenous medium (Antoine et al., 2008; Voss et al., 2017). A correction on Eqs. (30)-(31) is necessary, either directly on \(L_u(\lambda, 0^-)\)
(Antoine et al., 2008) or on $K_L$ (Voss et al., 2017), both solutions being based on radiative transfer modelling including Raman scattering and chlorophyll fluorescence (MOBY) or Raman scattering only (BOUSSOLE).

For any wavelength, here omitted for the sake of brevity, the uncertainty of $L_u(0^-)$ does not only depend on the uncertainty of the primary measurement at depth $z$, $u(L_u(z))$, but also on the uncertainty on $K_L$, $u(K_L)$, multiplied by the depth:

$$\left(\frac{u(L_u(0^-))}{L_u(0^-)}\right)^2 = \left(\frac{u(L_u(z))}{L_u(z)}\right)^2 + (z \cdot u(K_L))^2$$  \hspace{1cm} (32)

Note that the uncertainty due to the depth of the arms varying with the tilt should be added.

For instance, a relative uncertainty for $L_u$ of 1.5% at one meter depth propagates to about 1.8% below the surface when $u(K_L)$ is kept as low as 0.01 m$^{-1}$ as in Voss et al. (2017) (most critical case in the red, above 650 nm). However, propagating from 4 m depth would increase the uncertainty up to 4%.

**OC-VCAL-RD-28.** Depths of measurements shall be optimised to limit the uncertainty due to the surface effect and the depth extrapolation. The exponential extrapolation shall be systematically corrected for the inelastic scattering at wavelengths above 550 nm, based on radiative transfer simulation.

**OC-VCAL-RU-28.** The uncertainty due to the depth extrapolation shall be rigorously derived following Eq. (32). For a one meter depth extrapolation, the uncertainty on $K_L$ shall be of the order of 0.01 m$^{-1}$.

**OC-VCAL-RV-28.** Verification of the depth extrapolation, its correction and uncertainty shall be assessed at the SVC site using profile measurements (see e.g. Voss et al. 2017); note that it is not recommended to use any concurrent above-water measurements.

The second step consists in propagating the upwelling radiance through the water-air interface:

$$L_u^{\text{LS}}(\lambda, \theta_s^L, \theta_v^L, \Delta \phi^L) = \frac{T_f(\text{ws}, \theta_v^L)}{n^2(\lambda, T, S)} L_u(\lambda, 0^-)$$  \hspace{1cm} (33)

where $(\theta_s^L, \theta_v^L, \Delta \phi^L)$ corresponds to the illumination and viewing geometry of the measurement, $T_f$ is the Fresnel transmission through the water-air interface, depending on the wind speed ws, the refracted viewing angle in the water $\theta_v^L$, and the refraction index of seawater $n$. Values of $T_f/n^2$ depends on the wavelength, as well as on the temperature ($T$) and salinity ($S$) (Voss and Flora, 2017).

Uncertainty on these coefficients is often considered as negligible, but must still be justified. For instance a difference in the refractive index at MOBY between 1.34334 ($S=40$ ppt and $T=25^\circ$) and 1.34017 ($S=30$ ppt and $T=35^\circ$) represents a relative uncertainty of 0.23%, directly transferred on $L_w$. For SVC purposes, the spectral variation of $T_f/n^2$ should be included in the calculation.
OC-VCAL-RD-29. Choice of $T_F$ and $\eta$ shall be justified according to the physical condition at the SVC site. The spectral variation of $T_F$ and $\eta$ should be included in the calculation of $L_{WIS}^I$.

OC-VCAL-RU-29. Document uncertainty on $T_F$ and $\eta$.

OC-VCAL-RV-29. Measure the range of salinity and temperature at the SVC site.

4.3.2. SAMPLING STRATEGY AND DATA REDUCTION

Data reduction consists in producing one representative value of the radiometry measured during a given acquisition time, at a given rate. Statistical filtering removes outliers and fluctuations in the radiometry, due to wave focusing.

OC-VCAL-RD-30. Measurements should be performed over intervals of a few minutes. The variability of the signal due to e.g. wave focusing shall be reduced by filtering over the acquisition time (e.g. by taking the mean or the median). It is recommended to program the in situ acquisition according to the satellite acquisition time over the SVC site (note here that several satellites may be considered, hence scheduling several acquisition times). Regular measurements during the day (e.g. every 15 minutes) are required to assess the temporal variability at the SVC site and to help for QC; more frequent measurements at the time of the satellite overpass (within one hour) may be an indicator of small scale spatial variability.

OC-VCAL-RU-30. Uncertainty of the data reduction shall be assessed by the variability of the measurement during the measurement period, e.g. one standard-deviation. Zibordi and Voss (2014a) reports, after Zibordi et al. (2009), an average coefficient of variation of $L_{WIS}^I$ between about 2% and 3% from 443 to 665 nm due to wave perturbations, changes in illumination and marine optical properties.

OC-VCAL-RV-30. N/A

4.4. CHARACTERISATION OF MARINE OPTICAL PROPERTIES

4.4.1. INHERENT OPTICAL PROPERTIES

Further to radiometric measurements, it is necessary to characterise the site in terms of marine IOPs in order to properly handle the various corrections that yield the targeted water-leaving radiance. For instance, absorption should be measured to enable a shading correction. Stratification shall also be characterised (temperature versus depth). The required measurements to support the BRDF correction are detailed separately in section 4.4.2 hereafter. Measurement of backscattering and scattering coefficient, with chlorophyll, would help in the case that alternative ACs are considered in the SVC.

A good example is provided by the BOUSSOLE project, which complements the mooring system by monthly cruises of several consecutive days. Instruments deployed are a CTD plus an “inherent optical properties package”, which includes a 4-band transmissometer (Hobilabs Gamma-4), a
hyperspectral absorption-meter (Hobilabs A-sphere) and a 6-band backscattering meter also equipped with a CDOM fluorometer and a chlorophyll fluorometer (HobiLabs Hydroscat-6). Seawater samples (collected particles on GF/F filters) are also analysed back in the laboratory by HPLC for phytoplankton pigments and by spectrophotometry for particulate absorption, and filtered samples are used for measurement of the CDOM absorption. Vertical profiles of radiometric quantities (Eu and Ed plus surface reference) are also collected with a Biospherical C-OPS profiling radiometer, in order to complement the surface-only radiometry from the BOUSSOLE buoy.

**OC-VCAL-RD-31.** For underwater systems, the bio-optical conditions at the SVC site shall be characterised, at least in terms of chlorophyll concentration. Absorption shall be measured to enable a shading correction.

**OC-VCAL-RU-31.** Uncertainty on IOPs affecting the $L_{w}^{SS}$ measurement and correction shall be assessed (e.g. Chlorophyll or diffuse attenuation coefficient for depth extrapolation and BRDF correction).

**OC-VCAL-RV-31.** Models using IOPs should be validated.

### 4.4.2. Bidirectional Reflectance Distribution Function (BRDF)

In the context of SVC, the in situ water-leaving radiance measured at nadir must be related to the geometry of the satellite acquisition. Ideally, the directional radiance should be measured with a fish-eye camera to get, for every match-up, the radiance field for the whole hemisphere. In practice, it is much easier to rely on a single directional measurement and a BRDF model, however this requires knowledge of the marine IOPs (e.g. Morel et al., 2002, for Case-1 waters) and induces supplementary uncertainty.

**OC-VCAL-RD-32.** When implementing a BRDF correction, the marine IOPs at the SVC site shall be characterised, namely the particle scattering phase function, and the absorption and scattering coefficients. Identification of the IOPs for every match-up shall be justified based on this characterisation, either through direct measurements, radiance field inversion or climatological data (in the case of a stable site).

**OC-VCAL-RU-32.** Uncertainty of the BRDF correction of the in situ upwelling radiance shall be assessed (e.g. Monte-Carlo approach on input angles and chlorophyll concentration).

**OC-VCAL-RV-32.** Validation of the BRDF correction shall be based on the comparison between BRDF model and radiance distribution measurements (e.g. Voss et al., 2007; Gleason et al., 2012). Examples of existing systems are NURADS from University of Miami (Voss and Chapin, 2005) and the CE600 from LOV (Antoine et al., 2013).
4.5. **ATMOSPHERIC MEASUREMENTS**

4.5.1. **SURFACE IRRADIANCE**

The in situ surface spectral irradiance $E_d^{IS}$ is required to determine clarity of the sky during the marine measurements. When it is too different from the theoretical clear-sky value (e.g. Gregg and Carder, 1990), the match-up shall be discarded (see section 5.2.3).

On the other hand, measurement of $E_d^{IS}$ is not strictly required in the gain computation when SVC is formalised in terms of water-leaving radiance. It is not used for instance in the NASA (Franz et al., 2007) or ESA processing (Lerebourg et al., 2011); in this case, marine reflectance, should it be required, is simply computed by using the theoretical $E_d$ of the Level-2 processor. An alternative is to formulate SVC in reflectance, i.e. to adjust the spaceborne sensor on the in-situ remote-sensing reflectance:

$$R_{\text{RS}}^{IS} = \frac{L_w^{IS}}{E_d^{IS}}$$

(34)

This may be of interest when the time difference between the ground and satellite acquisitions are significantly different; a temporal scaling of $L_w^{IS}$ can then be applied through $L_w^{IS} / E_d^{IS} \times E_d$. However this requires measurement of $E_d^{IS}$ at the very same spectral resolution as $L_w^{IS}$, and may introduce new uncertainties.

**OC-VCAL-RD-33.** The in situ surface spectral irradiance $E_d^{IS}$ shall be measured at all VIS bands to assess the sky clarity and detect clouds or even sub-pixel clouds possibly not well identified by the satellite data. In this respect, it helps only for a quality control (QC) in the SVC process. When the SVC is formalised in terms of $R_{\text{RS}}^{IS}$, see Eq. 34, $E_d^{IS}$ shall be measured concurrently with $L_w^{IS}$, at the same spectral bands and resolution.

**OC-VCAL-RU-33.** Any use of $E_d^{IS}$ in the gain computation (through $R_{\text{RS}}^{IS}$) introduces additional uncertainties (e.g. those associated with the cosine response) that shall be described with same quality as those of the in-water radiance sensor. Note that the uncertainty of $R_{\text{RS}}^{IS}$ due to the absolute calibration is expected to be lower than the combined uncertainties of $L_w^{IS}$ and $E_d^{IS}$ if the same lamp and facility are used to calibrate the radiance and irradiance sensors (but in any case not lower than that of $L_w^{IS}$ or $E_d^{IS}$ alone).

**OC-VCAL-RV-33.** N/A

4.5.2. **AEROSOL DETERMINATION**

The SVC approach requires very clear maritime atmosphere (low loading in aerosol) to minimise the uncertainty of the AC (aerosol retrieval). This shall be ensured by the site location and data screening in the match-up process. Furthermore it should be remembered that SVC does not use in situ aerosol measurements in the gain computation. Hence, it is not required to have continuous measurements of atmospheric vertical profile (such as with a LIDAR, that would require a substantial effort). Effort should be put on the atmospheric characterisation of the SVC site. This characterisation may also support SVC in the NIR bands, if it is done at the same site. During operation, a regular monitoring,
can be done during monthly cruises; in the example of BOUSSOLE, measurements of the spectral AOT are performed with a handheld sun photometer (CIMEL CE-317 model) when the sun is in direct sight.

**OC-VCAL-RD-34.** The selection of the site shall be based on climatological datasets derived by a dedicated space mission for aerosol detection and atmosphere sounding, and based on aerosol field measurements, either from an existing LIDAR or AERONET station or specifically dedicated to the SVC selection. OC missions shall not be used as they might be biased and furthermore do not measure Sun extinction (AOT) but apparent optical properties of aerosols (combination of AOT, SSA and APF). During an SVC operation, it is only required to have monthly measurements of spectral AOT in the proximity of the location (for instance during the cruises), e.g. with Microtops (Morys et al., 2001). Additional measurements with more advanced systems, like micro-LIDAR on buoy (e.g. Mariage et al., 2017), could help in the data screening but are not strictly required.

**OC-VCAL-RU-34.** Uncertainty of this atmospheric characterisation does not directly impact the uncertainty of the SVC gains but directly impacts the total uncertainty budget of the site. We refer to section 3.5 for the uncertainty of atmospheric scattering functions used in the AC algorithm.

**OC-VCAL-RV-34.** N/A

### 4.6. OTHER ENVIRONMENTAL CONDITIONS

#### 4.6.1. SPATIAL HOMOGENEITY

A high spatial homogeneity at the SVC site is required so that the point in situ measurement can be consistently compared to the satellite larger footprint acquisition. Obviously this criterion affects the choice of the water types, with oligotrophic waters minimising spatial variability. Spatial variability has been assessed at the BOUSSOLE site by fluorescence measurement (calibrated to chlorophyll HPLC) on a grid of about 2 km around the buoy (Antoine et al., 2008). This variability is linked to the temporal variability at the site and is around 10% in summer (oligotrophic), about 30% in winter and up to 70% in spring (blooms with horizontal gradients) in terms of chlorophyll concentration, in log scale. This variability shall be transferred to Lw uncertainty. At MOBY, an assessment during the Spectral Ocean Radiance Transfer Investigation Experiment (SORTIE ; Voss et al., 2010), suggests a spatial variability of less than 5% on water-leaving radiance over a 6 x 6 km² area around the buoy (affected also partially by diurnal variation).

**OC-VCAL-RD-35.** Spatial variability of geophysical parameters at the SVC site shall be minimised in order to avoid uncertainty at sub-pixel and macro-pixel scale. Assessment of this variability using high spatial resolution spaceborne sensors is not favoured because of their inherent noise. In situ characterisation of the site should be preferred. In parallel, short-term temporal variability (within one hour) measured at the site can be used as an indicator of spatial variability.

**OC-VCAL-RU-35.** Uncertainty due to spatial variability can be related to the coefficient of variation (\(C_v\)) in the match-up protocols (see section 5.2).
4.6.2. Temporal Stability

High stability is a fundamental requirement for SVC supporting climate change investigations (Zibordi and Mélin, 2017). Temporal stability is required for the period between the in-situ measurement and the satellite overpass: high stability ensures that the measured water-leaving radiance is a good representation of the satellite pixel footprint at the time of observation. This factor is also related to the spatial homogeneity, as a site that is spatially homogeneous, will likely also exhibit sufficient temporal stability for the near simultaneous SVC process.

OC-VCAL-RD-36. Temporal stability of the atmospheric and marine conditions at the SVC site are required as much as possible to minimise uncertainty in the SVC gains. Also, they are strongly recommended to ease the QC analysis of the data.

OC-VCAL-RU-36. Temporal stability of the atmospheric and marine conditions shall be taken into account everywhere in the uncertainty budget of the gain computation, for instance by a Monte-Carlo approach; this refers notably to the BRDF correction, the depth-extrapolation, the temporal interpolation at the time of satellite overpass, the atmosphere characterisation, etc.

OC-VCAL-RV-36. Temporal stability of the SVC gains shall be analysed with respect to temporal and spatial variability of the atmospheric and marine conditions.

4.6.3. Weather and Physical Conditions

Ensuring low cloudiness is an obvious requirement to maximise the number of useful satellite acquisitions in the SVC process (see e.g. Zibordi and Mélin, 2017, for a recent assessment of clear sky conditions over various potential sites). Regarding the atmosphere, legacy requirements from Gordon (1998) indicates very clear atmosphere (AOT lower than 0.1 in the visible) with non-absorbing maritime aerosols; this may be refined according to the actual uncertainty budget of the atmospheric scattering functions, as described in section 3.5.

Moderate wind speed at sea level limits the formation of whitecaps as well as probability of Sun glint occurrence due to the surface roughness. Requirements on the ocean current depend on the platform design: for instance the BOUSSOLE buoy is located near the centre of a cyclonic circulation that characterises the Ligurian Sea (Antoine et al. 2006), with current < 20 cm/s limiting systematic tilt.

OC-VCAL-RD-37. The SVC site shall be located in a region minimising cloud coverage, with very clear and stable maritime atmosphere (in particular not impacted by absorbing aerosols) and low wind speed. Depending on the platform design, fixed mooring may have to be located in a zone with weak ocean currents to limit systematic tilting (example of BOUSSOLE).
OC-VCAL-RU-37. Uncertainty due to each environmental factor shall be assessed, see e.g. OC-VCAL-RU-12 for uncertainty due to the atmospheric component and OC-VCAL-RU-27 for uncertainty due to tilt. Data screening in the match-up process shall also reduce these uncertainties but, also, the number of matchups, see section 5.2.

OC-VCAL-RV-37. N/A

4.6.4. EXTERNAL CONTAMINATION (LAND, DEPTH)

Presence of land surface in the vicinity of the SVC site may induce adjacency effect in the satellite data, i.e. the contamination of the ocean radiometry by surrounding land pixels through the scattering in the atmosphere, as well as the loss of the marine signal that would exist without land (Santer and Schmechtig 2000). This effect depends on the brightness and distance of the land surface, on the viewing and illumination geometry, and on the aerosol properties of the atmosphere. Avoidance of adjacency effects shall be ensured by locating the SVC site sufficiently far from the coast. Accurate estimates of the radiometric contamination are achievable with three-dimensional radiative transfer simulations (Bulgarelli et al. 2014), to possibly correct it but the residual uncertainty needs to be added to the total SVC budget.

Another source of contamination of the water-leaving radiance may be the light reflected from the sea bottom. This is particularly critical for very clear waters, as targeted by SVC. Hence deep waters (depth larger than 1000 m) are required.

Both BOUSSOLE, located about 59 km from the shore with a water depth of about 2400 m, and MOBY, located 20 km from Lanai’s coast in 1200 m of water, are safe from these sources of contamination.

OC-VCAL-RD-38. The SVC site shall be located far enough from land to avoid adjacency effect, as well as in deep waters to avoid the effect of the sea bottom.

OC-VCAL-RU-38. When the previous requirement is not met, the residual uncertainties on the adjacency correction (for satellite data) and bottom correction (both satellite and in situ data) shall be assessed and added to the overall SVC uncertainty budget thanks to accurate radiative transfer modelling.

OC-VCAL-RV-38. N/A

4.6.5. ILLUMINATION ANGLE

The illumination angle, defined by the latitude of the calibration site and the time of observation, has various effects on the SVC process. First, a large range of solar zenith angle induces a wide range of variability in the atmospheric path radiance, and may help to investigate the effects of illumination conditions on the gains. However, growing solar zenith angles generally decrease the performance of the AC, especially when they are beyond 70° and need to account for atmospheric sphericity in the RTM. This induces a larger uncertainty in the SVC gains, with possible systematic differences between targets illuminated from different angles. Those angles are typically excluded from the SVC
matchups. From the in situ point of view, larger solar zenith angles can also cause more uncertainty in the downwelling irradiance measurements due to tilt and cosine collector imperfections, as well as in the BRDF correction. On the other hand, it should be acknowledged that extremely small solar zenith angles may cause problems with instrument self-shading.

**OC-VCAL-RD-39.** Care shall be taken on the range of the illumination angles at the SVC site during the year, as too large angles may induce systematic uncertainty in the AC and the SVC gain computation, and extremely small angles may induce instrument self-shading.

**OC-VCAL-RU-39.** Uncertainties related to the solar zenith angle shall be assessed, on both the satellite (AC) and in situ sides.

**OC-VCAL-RV-39.** Variability of the individual gains with respect to the zenith solar angle shall be monitored in order to detect any trends and possibly screen data for some geometrical conditions.
5. **REQUIREMENTS ON THE SVC DATA PROCESSING**

5.1. **IN SITU DATA POST-PROCESSING**

5.1.1. **QUALITY CONTROL**

The in situ data processing, from raw counts to calibrated water-leaving radiance \( L_{\text{IS}} \), needs to be completed by a Quality Control (QC) step, whose goal is to ensure consistency of each measurement and appropriateness for vicarious calibration. Dubious data resulting from any instrument failure or environmental factor (bio-fouling, cloud coverage, etc.) shall be detected by inspecting the time-series of raw data, processed data, and derived quantities such as the diffuse attenuation coefficient. The QC shall also rely on ancillary data and justified thresholds, when environmental conditions are known to increase the uncertainty in \( L_{\text{IS}} \) (e.g. the tilt angle should be lower than 10° at BOUSSOLE, Antoine et al., 2008). To screen out overcast sky conditions, comparison between the measured \( E_{\text{d}} \) at 443 nm and the theoretical clear-sky value (Gregg and Carder, 1990) can be limited to within +/- 10%. More detailed radiometric QC protocols can be found in Mueller (2003) and specifically in Kuwahara et al. (2003) for moored buoys.

**OC-VCAL-RD-40.** The data processing and the QC shall be a combination of automated routine and visual inspection to ensure highest quality. Both approaches are required for SVC data. This includes inspection of time-series, from raw counts to processed data, to detect any anomalous daily measurement. Ancillary data shall be continuously recorded (e.g. sea surface state, sky condition) to select optimal data for SVC.

**OC-VCAL-RU-40.** Uncertainty of the provided \( L_{\text{IS}} \) shall be computed after the QC. When several levels of the QC and data quality are provided, several levels of uncertainty shall be also provided.

**OC-VCAL-RV-40.** N/A

5.1.2. **SPECTRAL INTEGRATION**

We refer to section 4.1.1.2 where the spectral integration has been introduced.

**OC-VCAL-RD-41.** The in situ water-leaving radiance needs to be spectrally integrated against the SRF of the spaceborne sensor as in Eq. (28). When the surface irradiance \( E_{\text{d}} \) is used in the SVC process, it shall also be integrated similarly.

**OC-VCAL-RU-41.** As per OC-VCAL-RU-14.

**OC-VCAL-RV-41.** N/A
5.1.3. NORMALISATION

For being ingested in the gain computation, the in situ radiance \( L_{\text{IS}}^W \) has to be normalised. In a SVC approach, the normalisation process shall be the same as that used in the processing algorithm for satellite radiance.

**OC-VCAL-RD-42.** The in situ water-leaving radiance shall be fully normalized, i.e. including the BRDF effects (Morel et al., 2002). This means that Eq. (12) shall be applied to get \( L_{\text{IS}}^W \), importantly by taking the solar zenith angle at time of the in situ measurement for \( t_{g,\text{down}}^S \), \( t_{d,\text{down}}^S \), \( L_s^S \) and \( C_Q^S \).

**OC-VCAL-RU-42.** As per OC-VCAL-RU-32.

**OC-VCAL-RV-42.** N/A

5.1.4. RADIANCE TO REFLECTANCE CONVERSION

For methodological reason, the Level-2 processor may require the computation of SVC gains in terms of reflectance ratio (MERIS case, Lerebourg et al., 2011). This does not preclude, however, to calibrate the sensor in the radiance unit, as discussed in section 3.3.1 and in requirement OC-VCAL-RD-6. In such a case, the fully-normalised targeted marine reflectance shall be computed by:

\[
\rho_{\text{WN}}^t(\lambda_i) = \frac{L_{\text{WN}}^t(\lambda_i)}{F_0(\lambda_i)}
\]  

(35)

5.2. MATCH-UP PROTOCOLS

A match-up consists in the extraction of concurrent satellite data and the in situ measurements. In this process, protocols shall ensure the maximum comparability between ground and space acquisition.

5.2.1. TIME DIFFERENCE

**OC-VCAL-RD-43.** When the in situ acquisition is not programmed to exactly match the satellite overpass (see OC-VCAL-RD-30), the difference in time between ground and space acquisitions (\( \Delta t \)) shall be minimised. The exact threshold depends on the temporal variability at the site and can be optimised considering the various measurements during the day. Over a clear homogeneous water mass, a baseline is \( \Delta t = +/-3 \text{ hours} \) (Bailey and Werdell, 2006).

**OC-VCAL-RU-43.** Uncertainty due to any temporal mismatch between the satellite and in situ measurements shall be included in the targeted \( L_{\text{WN}}^t \) (for instance standard-deviation during (\( \Delta t \)).

**OC-VCAL-RV-43.** N/A
5.2.2. Size of Macro-pixel

**OC-VCAL-RD-44.** The size of the box around the in situ location shall be computed in number of pixels, and not in km, in order to minimise the satellite radiometric noise. For OC sensors such as SeaWiFS (in native 1.1 km resolution), and over homogeneous oceanographic target, a statistically reliable size is 5 x 5 pixels (Bailey and Werdell 2006, Franz et al., 2007). For mission with lower SNR (e.g. ESA/S2), the number of pixels can be chosen to increase SNR to a comparable level of reference mission (e.g. S3/OLCI). This size relates to the pixels where individual SVC gains are computed; data extraction and screening over a larger box may be required, see OC-VCAL-RD-45.

**OC-VCAL-RU-44.** Variability of individual SVC gains computed in the macro-pixel relates to various effects such as actual geophysical heterogeneity, radiometric noise, uncertainty propagation by the AC, etc. This variability is generally not transferred to the SVC uncertainty budget but shall be inspected to simply accept or discard the match-up. After data screening (see section 5.2.3), spatial homogeneity shall be assessed through the coefficient of variation $C_v$ in the macro-pixel (ratio between standard-deviation and mean) of the satellite $L_w$; this quantity incorporates the effect of sensor noise and AC. Values of $C_v$ higher than about 0.15 (after a preliminary filtering, Bailey and Werdell, 2006) or 0.2 (directly on the 5 x 5 pixels, Zibordi and Mélin, 2017) require exclusion of the match-up.

**OC-VCAL-RV-44.** The distribution of pixel-by-pixel gains in the macro-pixel shall be analysed to validate the choice of its size and relevance of the statistical filtering.

5.2.3. Data Screening

Data screening for SVC shall follow the protocols for validation of OC satellite data (e.g. Bailey and Werdell, 2006), with however more stringent criteria. For instance, Franz et al. (2007) discard the match-up as soon as any pixel is flagged by either a navigation problem, or a contamination issue (land, cloud, cloud shadow, stray light) or a Level-2 problem (atmospheric correction failure). For OLCI, the question of duplicated detectors shall also be considered, as the duplicated radiometry within the macro-pixel affects artificially the statistics.

Match-ups contaminated by whitecaps and Sun glint shall also be discarded. For medium resolution sensor, Sun glint is generally directly flagged in the Level-2 processor through a wave slope distribution model (Cox and Munk, 1954) and the knowledge of the wind speed just above sea level. It should be noted that it cannot be processed by the usual way with high resolution data (S2/MSI): the effect of sea surface roughness (swell, wave-height) induces strong variability in the radiometric field between adjacent pixels. This is an open issue which needs further investigation.

Because aerosols can be transported over very long distance, it is required to carefully screen-out the atmosphere for the dusts; when the information is not available from ancillary data, the aerosol model detected by the OC sensor shall be used (e.g. using the absorbing aerosol flag).

The existing SVC protocols, also remove any macro-pixels with mean chlorophyll concentrations above 0.2 mg /m³, and the retrieved AOTs in the NIR greater than 0.15 (Franz et al., 2007). The protocols also constrain the viewing geometry to below 56° zenith angle, and solar geometry to below 70° zenith. They require all pixels in the macro-pixel box to pass these criteria.
SVC requires a severe data screening to ensure the best consistency between the sea-truth and satellite observations. This screening shall consider the Level-1 flags (navigation problem, saturation, dead pixel, duplicated pixel...), the Level-2 flags relevant for OCR (adjacency contamination, cloud, cloud shadow, haze, Sun glint, atmospheric correction failure, absorbing aerosol ...) and ancillary data (e.g. threshold on wind speed to limit whitecaps). Thresholds on chlorophyll concentration, AOT, observation geometry are also required. All pixels in the macro-pixel need to meet these criteria.

Varying the thresholds and criteria of the data screening may be used to increase confidence in the representativeness of the match-up (Feng et al. 2009).

Individual gains at pixel level shall be computed following Eqs. (11)-(13)-(15). Computation of a unique gain per match-up shall result from statistical averaging and filtering, like a MSIQR, and possibly by considering the uncertainty at pixel level.

Uncertainty of the individual gains, per pixel, shall be computed as Eq. (26). Uncertainty at match-up level can be deduced using the same averaging as that of the gain values. This computation shall distinguish the systematic and random components of the uncertainty.

Verification of individual gain, at pixel level, shall follow requirement OC-VCAL-RV-8.

The required number of match-ups is determined by the convergence of the individual gain time-series towards a stabilised value (Franz et al., 2007). In the past, at least one year of observation has been necessary to obtain valid gains (IOCCG, 2012), and even between two and three years for SeaWiFS at MOBY (Franz et al., 2007). NASA is now targeting to derive gain in the first year of operation, with the uncertainties lower than what has been achieved previously (NASA, 2014).
that other weightings are more appropriate to remove the systematic bias. A first choice is to remove the bias in absolute value:

\[
\sum_{n=1}^{N} \frac{L_{w,n}^\text{cal} - L_{w,n}^t}{L_{w,n}^t} = 0 \quad \Leftrightarrow \quad \bar{g} = \frac{\sum_{n=1}^{N} \frac{L_t}{t_{g,n}^\text{up}} g}{\sum_{n=1}^{N} \frac{L_t}{t_{g,n}^\text{up}}} \tag{36}
\]

Another choice consists in removing the bias in relative value:

\[
\sum_{n=1}^{N} \frac{L_{w,n}^\text{cal} - L_{w,n}^t}{L_{w,n}^t} = 0 \quad \Leftrightarrow \quad \bar{g} = \frac{\sum_{n=1}^{N} \frac{L_t}{t_{g,n}^\text{up}} g}{\sum_{n=1}^{N} \frac{L_t}{t_{g,n}^\text{up}}} = \frac{\sum_{n=1}^{N} \frac{L_t}{t_{g,n}^\text{up}} C_s C_Q t_{w,N}}{\sum_{n=1}^{N} \frac{L_t}{t_{g,n}^\text{up}} C_s C_Q t_{w,N}} \tag{37}
\]

Alternatively, it may be relevant to account for the uncertainty of the individual gain in the averaging by:

\[
\bar{g} = \frac{\sum_{n=1}^{N} \frac{1}{u(g)} g}{\sum_{n=1}^{N} \frac{1}{u(g)}} \tag{38}
\]

Where \( u(g) \) is defined in Eq. (26). An interesting feature of the last formulation is that, when the relative uncertainty of the in situ measurement is identical for all match-ups (i.e. when \( u(L_{w,N}^t)/L_{w,N}^t \) and \( u(C_Q^t)/C_Q^t \) are assumed to be fixed), it simplifies exactly to Eq. (37), so that it amounts to removing the bias in relative value.

**OC-VCAL-RD-47.** For climate applications, maximising the number of high-quality match-ups is a general requirement which shall drive the selection of the SVC site (see e.g. Zibordi et al., 2015; Zibordi and Mélin, 2017). The required number of match-ups shall be determined by taking into account the real uncertainty in the vicarious gains at match-up level and the averaging process; for instance, with a constant uncertainty of 3.5% on individual gains, assumed to be random, 50 match-ups are necessary to reach a 0.5% uncertainty on the mission average gain - importantly, systematic uncertainty (bias) does not cancel out when adding more match-ups and shall be rigorously considered. The required number of satellite observations to produce these high quality match-ups depends strongly on the SVC site(s) (cloud coverage, glint perturbation, spatial homogeneity, etc.) and shall be assessed by climatological study on past archive (see Zibordi and Mélin, 2017). A more ambitious target is to derive the mission average gain in the first year of operation; however, climate-oriented applications generally need longer time-series, so that in practice match-up criteria can be relaxed in the early phase of mission for providing a tentative SVC, to be consolidated after a longer period; alternatively marine reflectance models applied over stable oceanographic regions may be used for such a purpose (e.g. Werdell et al., 2007). Last, the averaging process shall minimise the effects of outliers and correspond to the desired effect of SVC, e.g. for removing the systematic bias in absolute or relative value.
OC-VCAL-RU-47. Statistical tests (like $\chi^2$ test) shall be implemented to demonstrate the relevance of the averaging. For climate-oriented applications, stabilisation of the mission average gain shall be within 0.1%. The uncertainty of the mission average gain shall be computed as in Eq. (24).

OC-VCAL-RV-47. N/A
6. **REQUIREMENTS ON THE SVC OPERATION AND SERVICE**

6.1. **FIELD OPERATIONS AND MAINTENANCE**

To some extent, the field operations and maintenance are driven by the specific instrument characteristics. For example, if the SVC instrument is a free-floating drifting instrument, it is likely there is no operational requirement for maintenance that can be performed after deployment. So far permanent moorings, such as BOUSSOLE and MOBY, have been considered to be well adapted to provide stable personnel, equipment and methodologies. Hence, the experience of BOUSSOLE and MOBY is here described, to provide guidance on the operational requirements.

6.1.1. **RADIOMETER ROTATION**

The MOBY protocol has been to have two identical systems available, with each system being alternately deployed at the mooring site with 3 (initially) to 4 (currently) month deployments. Because of logistical considerations, such as only one mooring buoy available, there is no field overlap of the instruments. However, because the Lanai site has very stable optical conditions, the continuity between instruments can be monitored. The MOBY project replaces the mooring buoy on a 2-year rotation.

The BOUSSOLE protocol includes bi-annual rotations of the instrumented buoy (currently closer to 9-12 months) with monthly servicing and science cruises to the site, plus cleaning operations in-between those monthly cruises (so that the frequency of instrument cleaning is close to 15 days). The mooring part of the buoy is replaced on a 3-year rotation cycle.

Ideally, overlap in instrumentation might be desirable, but has been impractical to date because MOBY and BOUSSOLE have one mooring. Thus, only one instrument can be in place at a time. Occasional overlaps happen at MOBY, if the new instrument is deployed on the mooring and the old instrument is being towed by the ship before it is recovered, but this is not a frequent occurrence because of ship-time cost.

**OC-VCAL-RD-48.** The required frequency of in situ instrument rotation shall be defined for minimising the uncertainty on the \( L_w \) measurement, depending on the effective marine conditions at the site and instrument performance. According to existing systems and experiences, a 4 to 6 months (maximum) deployment is recommended. Too frequent rotations and handling may however induce human operator error. In order to secure the rotation frequency, it is required to have three identical systems; this redundancy can be limited, though, to the strict necessary components. System replacement shall be planned in advance to ensure long-term time series.

**OC-VCAL-RU-48.** When stable optical conditions are ensured, continuity between deployments shall be monitored; any discontinuity shall be corrected whenever possible, and residual uncertainty transferred to the uncertainty budget.

**OC-VCAL-RV-48.** N/A
6.1.2. ROUTINE MAINTENANCE

Any instrument left in the field for extended periods will require routine maintenance during the deployment. Bio-fouling on MOBY is decreased both through antifouling paint on all non-optical surfaces, exposed copper near the collectors, and bromine powder in a container next to the collector. There are internal calibration sources (LEDs and incandescent sources) that are used during each data measurement. In addition, diver operations occur monthly to clean the optical surfaces. During these diver operations, a field calibration source is applied to each optical collector. In general the uncertainty of this diver calibration is too large to be useful for more than a tracking measurement. BOUSSOLE follows a similar procedure to limit bio-fouling. The buoy superstructure is coated with an antifouling paint, and the radiometers housings are covered by copper tape. Optical surfaces are cleaned by divers about every two weeks during field operations to the buoy. These measures allow minimising bio-fouling contamination, and are combined with a data screening that allows either correcting for bio-fouling whenever possible (see Figure 20) or eliminating corrupted data if necessary.

![Figure 20](https://example.com/figure20.png)

**Figure 20.** Time-series of BOUSSOLE Lu(412) at 4m depth (top), 9m (middle) and ratio of both (bottom) in August 2011 (blue dots) with associated Chlorophyll-a fluorescence (green dots, relative scale). The black vertical line on the right-hand side corresponds to the day of a diver cleaning. Black dots correspond to the radiometry after correction for bio-fouling (here by matching the values before and after cleaning, and applying an exponential correction starting at the last measurement before cleaning). Grey lines on the time axis indicate nighttime.

This maintenance requires the site to be located near islands or any coastal location that allows keeping transit times to the site below workable limits, which certainly depends on the distance from the coast and the characteristics of available vessels (how much equipment can be embarked, how many staff, and maximum speed). On the other hand, it should be far enough away to avoid adjacency effects and far enough away from casual recreational boating to minimise physical and radiometric perturbation (MOBY lessons learnt).

**OC-VCAL-RD-49.** To ensure operational activity and favour the routine maintenance, the SVC site shall be located at a reasonable distance from coast and from a laboratory facility, while as much
as possible far away from recreational boating. In-water systems shall limit bio-fouling by the use of antifouling paint and copper around the instrument; new approaches with UV LEDs are also being investigated. The system shall also be cleaned by divers at least on a monthly basis (and more regularly in case of blooms). It is recommended to have available divers for checking the status of the mooring and instrumentation, and possibly document with pictures.

**OC-VCAL-RU-49.** Uncertainty due to bio-fouling and of any bio-fouling correction shall be assessed.

**OC-VCAL-RV-49.** Comparison before and after each cleaning shall help to verify the proper data screening or bio-fouling correction.

### 6.1.3. AUTONOMOUS FIELD OPERATIONS

**OC-VCAL-RD-50.** The site shall be equipped by an electronic device recording and storing all measured data (optical but also environmental data) and, obviously, the necessary power supply to operate. Data related to the status of the platform (such as pressure, tilt angle, depth, strain of the mooring cable if any, battery voltage, disk space) and status of the radiometer shall be transmitted continuously to the ground station to check the nominal operation of the SVC site. Scientific data used for the SVC itself (radiometry and possibly other measurement) may be transferred at lower rate.

**OC-VCAL-RU-50.** N/A

**OC-VCAL-RV-50.** N/A

### 6.1.4. UNCERTAINTY PROPAGATION

**OC-VCAL-RD-51.** It is required to analyse measured spectra and provide an uncertainty estimate for each single data measurement.

**OC-VCAL-RU-51.** N/A

**OC-VCAL-RV-51.** N/A

### 6.2. DATA ACCESS AND TIMELINES

#### 6.2.1. DATA ACCESS

**OC-VCAL-RD-52.** For being traceable, the data shall be publicly and freely available on a website in standard scientific format (e.g. text file or NetCDF), together with the documentation on measurement protocols, field operations and quality level. Data includes the raw data (inputs to the in situ data processing code), the Lw data and history of the radiometric calibration. Automated
graphs of all measured parameters shall be posted on the website. The full processing code of in situ data shall be an open-source community processor available on the web, so that any user can check and recompute Lw. As additional service, Lw and LwN in space instrument SRFs per band shall be made available for the participating space missions.

OC-VCAL-RU-52. N/A

OC-VCAL-RV-52. N/A

6.2.2. DATA QUALITY LEVELS AND VERSIONING

OC-VCAL-RD-53. The different quality levels of data shall be clearly documented, with detailed protocols (e.g. limit on tilt angle, etc.). The exact levels are currently not harmonised among existing systems (e.g. "good", "bad", "questionable" level of MOBY); such harmonisation shall be part of the SVC development in collaboration with international entities (Space Agencies, IOCCG, etc.) and could follow, for instance, the AERONET-OC system (Level-1, 1.5 & 2). A rigorous version management system shall be implemented to keep track of the various processing levels and reprocessing versions (numbering, date, etc.).

OC-VCAL-RU-53. Different levels of uncertainty shall be associated with the different levels of data quality.

OC-VCAL-RV-53. N/A

6.2.3. LATENCY

The latency in the field data delivery likely depends on the targeted application and the required level of quality. For instance, from the NOAA experience, the quick delivery of MOBY data with lower quality is of high value for Near real-time (NRT) monitoring of the VIIRS mission (Figure 21). Conversely, higher level of quality is expected for SVC and long-term studies.

OC-VCAL-RD-54. The required latency in in situ data delivery depends on the operational phase of SVC and quality level of data. In the early phase of space missions, quick delivery of SVC measurements is required (about one week), acknowledging that the data may be of lower quality. Consolidated SVC gain computation, relying on higher quality in situ measurement, shall be done after post-calibration, i.e. after several months (depending on system rotation). It is also required that the SVC site contributes to validation and QC activities. For NRT monitoring of the space mission performance, daily delivery is recommended, again with a possible lower quality level.

OC-VCAL-RU-54. N/A

OC-VCAL-RV-54. N/A
6.3. GROUND SEGMENT OPERATIONS

6.3.1. EARTH-OBSERVATION DATA

**OC-VCAL-RD-55.** Match-ups extraction shall be automatically and continuously available to support NRT validation. This can also be used to detect any problem of either the satellite sensor or the in situ instrument. When producing the SVC gains, the satellite and in situ data shall be additionally manually inspected.

**OC-VCAL-RU-55.** N/A

**OC-VCAL-RV-55.** N/A

6.3.2. PROCESSING ALGORITHM AND CAPABILITY

**OC-VCAL-RD-56.** The complete Level-2 processor with source code (algorithm and auxiliary data) shall be available to allow the computation of its associated SVC gains. Space Agencies shall have the capability to easily and quickly reprocess the mission whenever the SVC gains need to be updated or tested.

**OC-VCAL-RU-56.** N/A
6.3.3. SVC PROCESSOR

Theoretically, the adjustment of mission average SVC gains is expected to be less than the uncertainty of the instrumental calibration. This has always been the case with MERIS for instance (Lerebourg et al., 2011). If not, then it indicates that some uncertainties are not well considered in either the SVC process or the instrument calibration.

OC-VCAL-RU-57. The SVC processor shall include a module to derive the exact gain uncertainty budget, at pixel, matchup and mission level.

OC-VCAL-RV-57. It shall be verified that values of SVC gains, including their uncertainty, are within the instrumental calibration uncertainty. Close collaboration shall exist between the SVC team and the team in charge of the space instrumental calibration.

6.4. INTERNATIONAL HARMONISATION

Harmonisation between the worldwide SVC infrastructures managed by different agencies is highly encouraged, regarding measurement protocols, methodology for the uncertainty budget, processing code and, ideally, the instrument itself. Hence it is recommended to develop strong link between the expected European SVC programme and international frameworks such as CEOS (i.e. the Ocean Colour Radiometry Virtual Constellation) and the IOCCG.

OC-VCAL-RD-58. The full equivalence between the SVC sites and the derived gains shall be assured and drive the level of the international cooperation. International harmonisation of measurement protocols and methodologies for uncertainty assessment is required. Harmonisation of SVC infrastructures operated by different agencies is desirable as the harmonization is difficult when technologies are too different. Interagency collaboration shall include activities such as training and experience sharing between the different SVC infrastructures (the SVC infrastructure shall follow the recommendations of the INSITU-OCR white paper and be part of the IOCCG working group on SVC). Sharing of processing codes is recommended. It is recommended that field activities include intercomparisons of Lu measurements using a dedicated transfer radiometer (e.g. profiler) deployed at the participating SVC sites and potential research activities. It is worth noting that to be useful, the radiometric quality of such a transfer instrument should be equivalent to that of the SVC systems.

OC-VCAL-RU-58. N/A
6.5. HUMAN AND MANAGEMENT ASPECTS

6.5.1. MANUFACTURING

**OC-VCAL-RD-59.** The instrument can be either bought off the shelf or developed in-house (at the laboratory in charge of SVC), as far as all technical requirements are met, including the regular characterisation, calibration and maintenance. A potential issue for manufacturers might be to maintain expertise if only few SVC instruments are sold. In case of commercial instrument, a very close relationship between the manufacturer and the laboratory is required.

**OC-VCAL-RU-59.** See OC-VCAL-RU-10.

**OC-VCAL-RV-59.** N/A

6.5.2. SERVICE OPERATION

**OC-VCAL-RD-60.** The SVC infrastructure, being an essential contributor to the performance of the S2 and S3 missions, is required to be managed as a sustainable and operational service for Copernicus. Duration of the service shall be aligned on that of the Copernicus programme. This also means that long-term funding is required. From MOBY and BOUSSOLE experience, the cost is not only driven by equipment, but also by staff costs and characterisation, calibration and maintenance activities (including ship time). Contingency funding is required in case of emergencies (buoys drift, boat strikes...). Additional funding is required for a research component to continuously improve the characterization of the SVC infrastructure and advance the SVC services (see section 6.5.3).

**OC-VCAL-RU-60.** N/A

**OC-VCAL-RV-60.** N/A

6.5.3. EVOLUTIONARY AND SCIENCE COMPONENT

Success of the MOBY and BOUSSOLE projects relies deeply on the strong link between operation (strict provision of data for satellite SVC) and research activities. This mutual benefit between operational and science objectives shall be a model for any future SVC infrastructure.

**OC-VCAL-RD-61.** In parallel of its operational aspect, it is critical for the SVC programme to include an evolutionary component, to ensure flexibility and scientifically up to date SVC. It shall allow research activities at the site, possibly funded by other programmes.

**OC-VCAL-RU-61.** N/A

**OC-VCAL-RV-61.** N/A
6.5.4. HUMAN RESOURCES MANAGEMENT

In terms of human resources management, running a long-term operational SVC programme requires maintaining the knowledge in the SVC process and in the daily in situ operations. It is thus required to have training and maintenance of expertise over the long-term. Another key aspect in the success of the current two SVC sites (MOBY and BOUSSOLE) has been the joint collaboration with national metrology institutes (NIST and NPL, respectively). The SVC team shall follow this example and include this expertise to ensure establishing a rigorous SI-traceability in the sea-truth measurement.

To ensure an operational service, the SVC field infrastructure shall be led by a Principal Investigator (PI) together with a sustainable team with demonstrated long-term history of working on SVC science and technology (instrument) development. Training of the team shall be continuously offered to ensure both redundancy and long-term continuation in human expertise; redundancy can be for instance ensured thanks to two PIs sharing a full time equivalent position. Finally, development and operation of the SVC infrastructure shall be done jointly with a NMI.

N/A
7. Conclusion: The Way Towards a European SVC Programme

Europe, via its Copernicus programme, has now invested in a decade long commitment to operational ocean colour observations from space. A complementary investment in SVC will allow the best utilisation of these assets and fulfilment of the promise of quality marine services. SVC requires a dedicated programme with a set of strict requirements that answer to the needs of decades of future ocean colour observations. The programme also requires a long-term sustained investment in dedicated in situ measurement infrastructure and its calibration and validation activities.

With Sentinel-3A being already in orbit since February 2016, and Sentinel-3B planned for launch in early 2018, this expected European SVC programme should start as soon as possible: “climate change measurements place stringent requirements on accuracy, precision, and stability of our observations. To reduce the risk of not meeting these requirements, a calibration plan from beginning to end-of-life (i.e., ground to on-orbit operations) should be developed as early as possible (preferably during instrument design)” (Ohring et al., 2003).

Five steps are envisioned in this programme. The phases listed hereafter follow the European space industry standards (ECSS); this presentation is, however, not restrictive, as another phasing could be proposed, should the programme be implemented by other trusted-entities:

- Step 1: Scientific, technical and operational requirements (Phase 0); this report constitutes the main baseline of this first step.
- Step 2: Preliminary design, project plan and costing (Phase A & B).
- Step 3: Technical definition, specifications, detailed design (Phase C).
- Step 4: Development, testing and demonstration in the field (Phase D).
- Step 5: Operation (phase E).

The main priority identified by the ocean colour community for the operational phase is to ensure sustainable resources (staff, knowledge and infrastructure) to build long-term data series over multi-mission lifetime.
8. **Table of Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimension/unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Wavelength (continuous variable)</td>
<td>nm</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Discrete theoretical wavelength of satellite sensor band $i$</td>
<td>nm</td>
</tr>
<tr>
<td>$\lambda_j$</td>
<td>Discrete theoretical wavelength of in situ sensor band $j$</td>
<td>nm</td>
</tr>
<tr>
<td>$\theta_{ps}$</td>
<td>Refraction angle in the seawater</td>
<td>deg.</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>Solar zenith angle</td>
<td>deg.</td>
</tr>
<tr>
<td>$\theta_{IS_s}$</td>
<td>In situ solar zenith angle</td>
<td>deg.</td>
</tr>
<tr>
<td>$\theta_v$</td>
<td>View zenith angle</td>
<td>deg.</td>
</tr>
<tr>
<td>$\theta_{IS_v}$</td>
<td>In situ view zenith angle</td>
<td>deg.</td>
</tr>
<tr>
<td>$\Delta \varphi$</td>
<td>Relative azimuth angle</td>
<td>deg.</td>
</tr>
<tr>
<td>$\Delta \varphi_{IS}$</td>
<td>In situ relative azimuth angle</td>
<td>deg.</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>Cosine of solar zenith angle</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\mu_{IS_s}$</td>
<td>Cosine of in situ solar zenith angle</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\rho_f(n, \theta_{IS_s}, \omega_s)$</td>
<td>Fresnel reflection at the water surface</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\rho_w(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>Bidirectional marine reflectance (not corrected for the BRDF effect)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard deviation (statistical parameter)</td>
<td>as of the variable</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>Chi-squared test (statistical hypothesis)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$C_q(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>Corrective factor of the surface BRDF effect applied to $L_{wN}$ (correction from in situ to satellite geometry)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$C_q^I(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>Corrective factor of the surface BRDF effect applied to $L_{wN}^I$ (correction from in situ to satellite geometry)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$C_q^{IS}(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>Corrective factor of the surface BRDF effect applied to $L_{wN}^{IS}$ (correction from in situ to satellite geometry)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$C_s(time)$</td>
<td>Corrective factor of the ‘Sun-Earth’ distance varying with time (applied to $F_s$)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$C_s^{IS}(time)$</td>
<td>Corrective factor of the ‘Sun-Earth’ distance varying with in situ time (applied to $F_s$)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$C_v$</td>
<td>Coefficient of variation</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$F_{d}^{IS}(\lambda_i)$</td>
<td>In situ surface spectral irradiance</td>
<td>W. m$^{-2}$.nm$^{-1}$</td>
</tr>
<tr>
<td>$F_0(\lambda_i)$</td>
<td>Mean extraterrestrial solar spectral irradiance</td>
<td>W. m$^{-2}$.nm$^{-1}$</td>
</tr>
<tr>
<td>$g(\lambda_i)$</td>
<td>Individual vicarious gain (i.e. pixel-by-pixel)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\bar{g}(\lambda_i)$</td>
<td>Mission average vicarious gain</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$k$</td>
<td>Coverage factor defining the confidence interval of a value taken by a variable</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$K_s(\lambda, z)$</td>
<td>Spectral diffuse attenuation coefficient at depth $z$ (in water)</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>$L(\lambda)$</td>
<td>Spectral radiance at a given discrete band $\lambda_i$</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L(\lambda)$</td>
<td>Spectral radiance (continuous spectrum)</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_a(\lambda_i, \theta_a, \theta_v, \Delta \varphi)$</td>
<td>Spectral radiance for a pure aerosol atmosphere</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_{path}(\lambda_i, \theta_v, \Delta \varphi)$</td>
<td>Spectral radiance for a pure scattering atmosphere (molecules+aerosols)</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_{path}^t(\lambda_i, \theta_v, \Delta \varphi)$</td>
<td>True (or targeted) spectral radiance for a pure scattering atmosphere (molecules+aerosols)</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_R(\lambda_i, \theta_v, \Delta \varphi)$</td>
<td>Spectral radiance for a pure molecular (Rayleigh) atmosphere</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_{Ra}(\lambda_i, \theta_v, \theta_a, \Delta \varphi)$</td>
<td>Spectral radiance for the ‘Rayleigh-aerosol’ coupling term</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_c(I, \theta_v, \Delta \varphi)$</td>
<td>Spectral radiance at TOA</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_t(I, \theta_v, \Delta \varphi)$</td>
<td>True (or targeted) spectral radiance at TOA</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_u(\lambda, 0^-)$</td>
<td>Upwelling spectral radiance just below the water surface</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_u(I, \lambda, z)$</td>
<td>Upwelling spectral radiance at depth $z$ (in water)</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_w(I, \lambda, \theta_s, \Delta \varphi)$</td>
<td>Water-leaving spectral radiance</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_{w}^{IS}(I, \lambda, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>Satellite water-leaving spectral radiance after applying mission average vicarious gain</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_{w}^{IS}(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>In situ water-leaving spectral radiance</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_w^V(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>True (or targeted) water-leaving spectral radiance</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_{w}^{null}(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>Fully normalized water-leaving spectral radiance</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$L_{w}^{null}^t(\lambda_i, \theta_s, \theta_v, \Delta \varphi)$</td>
<td>True (or targeted) fully normalized water-leaving spectral radiance</td>
<td>W. m$^{-2}$sr$^{-1}$nm$^{-1}$</td>
</tr>
<tr>
<td>$n(\lambda_i, T, S)$</td>
<td>Spectral refractive index of seawater as function of water body temperature (T) and salinity (S)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of match-ups in the vicarious gain averaging</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$R_{RS}^{IS}(\lambda_i)$</td>
<td>In situ remote sensing reflectance</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$S$</td>
<td>Seawater salinity</td>
<td>ppt</td>
</tr>
<tr>
<td>$SRF_i(\lambda)$</td>
<td>Satellite sensor spectral response function of band $\lambda_i$</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$SRF_i^{IS}(\lambda)$</td>
<td>Field sensor spectral response function of band $\lambda_i$</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$T$</td>
<td>Seawater temperature</td>
<td>deg. C</td>
</tr>
<tr>
<td>$T_f(\theta_s, w_s)$</td>
<td>Fresnel transmission through the ‘water-air’ interface</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$t(\lambda_i, \theta_s, \theta_v)$</td>
<td>Total (upward+downward) atmospheric transmittance (accounting for molecules and aerosols scatterers)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$t^t(\lambda_i, \theta_s, \theta_v)$</td>
<td>True (or targeted) total (upward+downward) atmospheric transmittance (accounting for molecules and aerosols scatterers)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$t_{down}(\lambda_i, \theta_s, \theta_v)$</td>
<td>Total (direct+diffuse) downward atmospheric transmittance (accounting for molecules and aerosols scatterers)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$t_{down}^t(\lambda_i, \theta_s, \theta_v)$</td>
<td>In situ total (direct+diffuse) downward atmospheric transmittance (accounting for molecules and aerosols scatterers)</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>
\[ t_g(\lambda_i, \theta_s, \theta_v) \quad \text{Total (upward+downward) atmospheric gaseous transmittance} \]
\[ t_{g}^{t}(\lambda_i, \theta_s, \theta_v) \quad \text{True (or targeted) total (upward+downward) atmospheric gaseous transmittance} \]
\[ t_{g,\text{down}}(\lambda_i, \theta_v) \quad \text{In situ downward atmospheric gaseous transmittance} \]
\[ t_{u,p}(\lambda_i, \theta_s, \theta_v) \quad \text{Total (direct+diffuse) upward atmospheric transmittance (accounting for molecules and aerosols scatterers)} \]
\[ u(x) \quad \text{Standard uncertainty (k=1) of any quantity x} \quad \text{as of the variable} \]
\[ u(x, y) \quad \text{Standard covariance (k=1) of any two quantities x and y} \quad \text{as of the variables} \]
\[ u_r \quad \text{Random part of total uncertainty u} \quad \text{as of the variable} \]
\[ u_s \quad \text{Systematic part of total uncertainty u} \quad \text{as of the variable} \]
\[ w(\lambda_i) \quad \text{Weighting coefficient of individual gains} \quad \text{dimensionless} \]
\[ w_s \quad \text{Wind speed just above sea level} \quad \text{m.s}^{-1} \]
\[ z \quad \text{Depth in water} \quad \text{m} \]
## 9. List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Atmospheric Correction</td>
</tr>
<tr>
<td>AAC</td>
<td>Alternative Atmospheric Correction (OLCI)</td>
</tr>
<tr>
<td>AERONET</td>
<td>AERosol RObotic NETwork</td>
</tr>
<tr>
<td>AERONET-OC</td>
<td>Ocean Colour component of AERONET</td>
</tr>
<tr>
<td>AOT</td>
<td>Aerosol Optical Thickness</td>
</tr>
<tr>
<td>APF</td>
<td>Aerosol Phase Function</td>
</tr>
<tr>
<td>BOA</td>
<td>Bottom Of the Atmosphere</td>
</tr>
<tr>
<td>BOUSSOLE</td>
<td>BOUée pour l’acquiiSition d’une Série Optique à Long termE (buoy for the acquisition of a long-term optical series); (field instrument)</td>
</tr>
<tr>
<td>BRDF</td>
<td>Bidirectional Reflectance Distribution Function</td>
</tr>
<tr>
<td>Cal/Val</td>
<td>Calibration and Validation</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-Coupled Device</td>
</tr>
<tr>
<td>CDOM</td>
<td>Coloured Dissolved Organic Matter</td>
</tr>
<tr>
<td>CDR</td>
<td>Climate Data Record</td>
</tr>
<tr>
<td>CEOS</td>
<td>Committee on Earth Observation Satellite</td>
</tr>
<tr>
<td>CMEMS</td>
<td>Copernicus Marine Environment Monitoring Service</td>
</tr>
<tr>
<td>CMUG</td>
<td>Climate Modelling User Group</td>
</tr>
<tr>
<td>CNSA</td>
<td>Chinese National Space Administration</td>
</tr>
<tr>
<td>COCTS</td>
<td>Chinese Ocean Colour and Temperature Scanner (on-board CNSA/HY-1B satellite)</td>
</tr>
<tr>
<td>COMS</td>
<td>Communication, Ocean, and Meteorological Satellite (South Korean satellite)</td>
</tr>
<tr>
<td>CTD</td>
<td>Conductivity, Temperature and Depth instrument</td>
</tr>
<tr>
<td>CZI</td>
<td>Coastal Zone Imager (on-board CNSA/HY-1B satellite)</td>
</tr>
<tr>
<td>DOP</td>
<td>Degree Of Polarization</td>
</tr>
<tr>
<td>ECSS</td>
<td>European Cooperation for Space Standardization</td>
</tr>
<tr>
<td>ENVISAT</td>
<td>ENVironment SATellite (ESA satellite)</td>
</tr>
<tr>
<td>EO</td>
<td>Earth Observation</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>EUMETSAT</td>
<td>European Organisation for the Exploitation of Meteorological Satellites (Darmstadt, Germany)</td>
</tr>
<tr>
<td>FIDUCIO</td>
<td>FIDelity and Uncertainty in Climate data records from Earth Observations (funded by H2020)</td>
</tr>
<tr>
<td>FOV</td>
<td>Field Of View</td>
</tr>
<tr>
<td>FRM</td>
<td>Fiducial Reference Measurement</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-Width-at-Half-Maximum</td>
</tr>
<tr>
<td>GCOS</td>
<td>Global Climate Observing System</td>
</tr>
<tr>
<td>GEO-CAPE</td>
<td>GEOstationary Coastal and Air Pollution Event (future NASA mission)</td>
</tr>
<tr>
<td>GOCI</td>
<td>Geostationary Ocean Color Imager (on-board South Korean COMS)</td>
</tr>
<tr>
<td>GSFC</td>
<td>Goddard Space Flight Center (NASA Institute, Greenbelt, MA)</td>
</tr>
<tr>
<td>GUM</td>
<td>Guide to the expression of Uncertainty in Measurement</td>
</tr>
<tr>
<td>H2020</td>
<td>Horizon 2020 EU programme for research and innovation</td>
</tr>
<tr>
<td>HPLC</td>
<td>High Performance Liquid Chromatography (method to determine chlorophyll content)</td>
</tr>
<tr>
<td>HY-1B</td>
<td>Hai-Yang 1B (CNSA satellite)</td>
</tr>
<tr>
<td>HyspIRI</td>
<td>Hyperspectral Infrared Imager (future NASA mission)</td>
</tr>
<tr>
<td>Term</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>INSITU-OCR</td>
<td>International Network for Sensor Inter-comparison and Uncertainty assessment for OCR</td>
</tr>
<tr>
<td>IOCS</td>
<td>International Ocean Colour Science</td>
</tr>
<tr>
<td>IOCCG</td>
<td>International Ocean-Colour Coordinating Group</td>
</tr>
<tr>
<td>IOP</td>
<td>Inherent Optical Property</td>
</tr>
<tr>
<td>ISRO</td>
<td>Indian Space Research Organization</td>
</tr>
<tr>
<td>JCGM</td>
<td>Joint Committee for Guides in Metrology</td>
</tr>
<tr>
<td>JRC</td>
<td>Joint Research Centre (Ispra, Italy)</td>
</tr>
<tr>
<td>LANDSAT-8</td>
<td>LANDSATellite-8 (NASA satellite for land applications)</td>
</tr>
<tr>
<td>LED</td>
<td>Light Emitting Diode</td>
</tr>
<tr>
<td>LIDAR</td>
<td>Light Detection And Ranging</td>
</tr>
<tr>
<td>LISCO</td>
<td>Long Island Sound Coastal Observatory (near Northport, NY)</td>
</tr>
<tr>
<td>LOV</td>
<td>Laboratoire d'Océanographie de Villefranche/Mer (Villefranche/Mer, France)</td>
</tr>
<tr>
<td>MERIS</td>
<td>Medium Resolution Imaging Spectrometer (on-board ESA/ENVISAT satellite)</td>
</tr>
<tr>
<td>MetEOC</td>
<td>Metrology for Earth Observation and Climate (joint research project coordinated by a network of NMIs across Europe)</td>
</tr>
<tr>
<td>MOBY</td>
<td>Marine Optical BuY (field instrument)</td>
</tr>
<tr>
<td>MODIS</td>
<td>MODerate resolution Imaging Spectroradiometer (on-board NASA/Terra &amp; NASA/Aqua EO satellites)</td>
</tr>
<tr>
<td>MRTD</td>
<td>Mission Requirements Traceability Document</td>
</tr>
<tr>
<td>MSI</td>
<td>Multi-Spectral Instrument (on-board ESA/S2 satellite)</td>
</tr>
<tr>
<td>MSIQR</td>
<td>Mean of the semi-interquartile range</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NetCDF</td>
<td>Network Common Data Form</td>
</tr>
<tr>
<td>NIR</td>
<td>Near InfraRed part of the solar spectrum</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology (Gaithersburg, MD)</td>
</tr>
<tr>
<td>NMI</td>
<td>National Metrology Institute</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
</tr>
<tr>
<td>NPL</td>
<td>National Physical Laboratory (Teddington, UK)</td>
</tr>
<tr>
<td>NRT</td>
<td>Near real-time</td>
</tr>
<tr>
<td>NURADS</td>
<td>Upwelling RADiance distribution camera System (field instrument)</td>
</tr>
<tr>
<td>OC</td>
<td>Ocean Colour</td>
</tr>
<tr>
<td>OC-CCI</td>
<td>Ocean Colour Climate Change Initiative (ESA project)</td>
</tr>
<tr>
<td>OC-VCAL</td>
<td>Ocean Colour Vicarious Calibration</td>
</tr>
<tr>
<td>OCM-2</td>
<td>Ocean Colour Monitor-2 (on-board ISRO/OceanSat-2)</td>
</tr>
<tr>
<td>OCR</td>
<td>Ocean Colour Radiometry</td>
</tr>
<tr>
<td>OLCI</td>
<td>Ocean and Land Colour Instrument (on-board ESA/S3 satellite)</td>
</tr>
<tr>
<td>OSPREy</td>
<td>Optical Sensors for Planetary Radiant Energy (field instrument)</td>
</tr>
<tr>
<td>PACE</td>
<td>Plankton, Aerosol, Cloud, ocean Ecosystem (future NASA mission)</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PI</td>
<td>Principal Investigator</td>
</tr>
<tr>
<td>ppt</td>
<td>Part per thousand (%)</td>
</tr>
<tr>
<td>PROBA-V</td>
<td>Project for On-Board Autonomy-Vegetation (VEGETATION instrument on-board ESA/PROBA satellite)</td>
</tr>
<tr>
<td>QA4EO</td>
<td>Quality Assurance Framework for Earth Observation (ESA Workshop)</td>
</tr>
<tr>
<td>QC</td>
<td>Quality Control</td>
</tr>
<tr>
<td>RAMSES</td>
<td>RAdiation Measurement Sensor with Enhanced Spectral resolution (field instrument)</td>
</tr>
</tbody>
</table>
developed by TriOS)

RD  Requirement Description
RFP  Request For Proposals
RTM  Radiative Transfer Model
RU  Requirement Uncertainty
RV  Requirement Verification
S2  Sentinel-2 (ESA satellite)
S3  Sentinel-3 (ESA satellite)
S3VT  S3 Validation Team (ESA working group)
SDF  Stray light Distribution Function
SeaWiFS  Sea-viewing Wide Field-of-view Sensor (on-board GeoEye’s OrbView-2 satellite)
SI  International System of Units
SIO  South Indian Ocean
SLA  Service Level Agreement
SLSTR  Sea and Land Surface Temperature Radiometer (on-board ESA/S3 satellite)
SNPP  Suomi National Polar-orbiting Partner-ship weather satellite (NASA satellite)
SNR  Signal to Noise Ratio
SO  Successive Orders of the scattering code (radiative transfer code)
SPG  South Pacific Gyre
SPMR  SeaWiFS Profiling Multichannel Radiometer (field instrument)
SRF  Spectral Response Function
SSA  Single Scattering Albedo
STAIRS  Spectrally Tuneable Absolute Irradiance and Radiance Source (i.e. the NPL system for calibrating radiometric detectors in radiance, irradiance or power mode)
SVC  System Vicarious Calibration
SWIR  Short-Wave InfraRed part of the solar spectrum
TOA  Top of the Atmosphere
TriOS  Tri-Optical Sensors company (Rastede, Germany)
USA  United States of America
UV  Ultra-Violet part of the solar spectrum
VIIRS  Visible Infrared Imaging Radiometer Suite (on-board NASA/SNPP)
VIM  Vocabulário Internacional de Metrologia (International Vocabulary of Metrology)
VIS  Visible part of the solar spectrum
WGCV  Working Group on Calibration and Validation (CEOS programme)
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